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Aim of this module

e Define random effects models in some details
e See wha t's “inside” a mixed model

e Write down the Likelihood

e See how model parameters are estimated

Hopefully this will give a deeper understanding of mixed models, and an improved ability to
interpret results from these models
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Design matrix for a systematic linear model
Consider first the well known fixed effects two way ANOVA:
yij=u+ai+/3’j+sij, Eij ~ iid. N(O,O’Q), 1=1,2, j57=1,2,3.

An expanded view of this model is:

yn=p +ai + b1 +en
Yo1 = +ay + B + €91
yi2=p + a1 + B2 + €12 (1)
Y22 = [ + g + B2 + €929
yiz=p + o1 + B3 +e3
Yoz = [ + a2 + B3 + e
The exact same in matrix notation:
Y11 110100 I €11
Y21 1 01 100 aq €921
Y12 | 110010 [e%) €12
y2 | |1 010 10 Bi || ex (2)
Y13 1 1 0001 52 €13
Y23 101001 B3 €23
——— N — e’
y X ‘3 €
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Y11 110100 n €11
Y21 1 01 100 aq €21
Y12 _ 1 10010 (65 €12
v [T 101010 || A |1 e
Y13 1100 01 Ba €13
Y23 1 01 001 Bg £923
—_—— ——
y X ﬂ €

e y is the vector of all observations
e X is the known as the design matrix
e 3 is the vector of fixed effect parameters

e ¢ is a vector of independent N(0,02) “measurement errors”
— The vector ¢ is said to follow a multivariate normal distribution
— Mean vector 0
— Covariance matrix 021

— Written as: € ~ N(0, 0%I)

e y = X3 + ¢ specifies the model, and everything can be calculated from y and X.
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Construction of the design matrix A general linear mixed effects model

In a general systematic linear model (with both factors and covariates), it is surprisingly easy A general linear mixed model can be presented in matrix notation by:

to construct the design matrix X. y=XB+Zu+e, whereu~ N(0,G)ande~ N(O,R).

e For each factor: Add one column for each level, with ones in the rows where the corre-

. L ) y is the observation vector
sponding observation is from that level, and zeros otherwise.

_ _ ) X is the design matrix for the fixed effects
e For each covariate: Add one column with the measurements of the covariate.

B is the vector containing the fixed effect parameters
e Remove linear dependencies (if necessary)

Z is the design matrix for the random effects
Example: linear regression: )
e u is the vector of random effects

— It is assumed that u ~ N(0, G)

yi=at+pf-zte

In matrix notation: . . . .
1 x4 — cov(u;,u;) = Gy j (typically G has a very simple structure (for instance diagonal))
X2

—_

1 z3 o € is the vector of residual errors
y=1- - (g>+€ — It is assumed that e ~ N(0,R)

— cov(ey, g5) = R;j (typically R is diagonal, but we shall later see some useful exceptions

1z, for repeated measurements)
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The mixed linear model The distribution of y
Consider now the one way ANOVA with random block effect: From the model description:
Yij = n+aitbi+ey, bj~N(0,03), e5~N00%), i=12 j=1,23 y=XB+Zute, whereun~ N(0,G)and e~ N(OR).
The matrix notation is: We can compute the mean vector = E(y) and covariance matrix V = var(y):
Y11 110 1 00 €11 p = E(XB+Zu+e)=XpB [All other terms have mean zero]
Y21 1 01 1 00 €91
v | |11 0 Zl N 010 2; L e V = var(XB+Zu+e) [from model]
Y22 101 s 0 10 bs €22 = var(Xg) + var(Zu) + var(e) [all terms are independent]
Y13 1 10 0 01 €13
Y23 101 0 01 u €23 = var(Zu) + var(e) |variance of fixed effects is zero]
—_—— ﬂ ———
y X P € = Zvar(u)Z' +var(e) [Z is constant]
_ ’
Notice how this matrix representation is constructed in exactly the same way as for the fixed = ZGZ +R [from model]
effects model — but separately for fixed and random effects.
So y follows a multivariate normal distribution:
y ~ N(XB,ZGZ' +R)
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One way ANOVA with random block effect The restricted/residual maximum likelihood method
Consider again the model: e The maximum likelihood method tends to give (slightly) too low estimates of the random
effects parameters. We say it is biased downwards
Yij=n+ai+bi+eg, bj~N(0,03), e;~N00°), i=12 j=12.3
e The simplest example is:
Calculation of g and 'V gives: (@1, 2n) ~ iid. N(u0?)
A+ ap 02+0% o} 0 0 0 0 62 = 1 > (x; — 7)% is the maximum likelihood estimate, but
B+ a2 0% o?+0% 0 0 0 0 6% = L3 (z; — T)? is generally preferred, because it is unbiased
o= Bt al & V= 0 0 o’+oy o 0 0 e The restricted/residual maximum likelihood (REML) method modifies the maximum like-
0+ s 0 0 0% o2+0% 0 0 lihood method by minimizing:
+a 0 0 0 0 o’+0% o2 1 _ _
poren 5 75 brely, B ) o< 5 {log V()| + (v = XB) (V(7)) ™ (y = XB)-+ log [X'(V(7)) ' X[}
1+ oo 0 0 0 0 % o2+0%
which gives unbiased estimates (at least in balanced cases)
Notice that two observations from the same block are correlated.
e The REML method is generally preferred in mixed models
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The likelihood function

e The likelihood L is a function of model parameters and observations
e For given parameter values L returns a measure of the probability of observing y

e The negative log likelihood ¢ for a mixed linear model is:
1 -
Uy, B,7) o< 5 {log V()] + (v = XB) (V(¥) (v - XB) ]

Here v is the variance parameters (02 and % in our example)

A natural estimate is to choose the parameters that make our observations most likely:

(B,%) = argmin £(y, B,7)
By

This is the maximum likelihood (ML) method
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