KVL — Department of Mathematics & Physics — St@tmaster

http://www.matfys.kvl.dk

Module 10: Mixed model theory Il

Tests and confidence intervals

Anders Nielsen

anielsen@dina.kvl.dk

1/11 present10.tex — May 9, 2003

Aim of this module
e Continue from the first theory module
e Have seen: Definition and estimation
e Missing: Tests and confidence intervals

How are tests computed (fixed and variance parameters)

e How are confidence intervals constructed (fixed and variance parameters)
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Summary of first theory module
e Any mixed model can be expressed as:
y ~ N(XB, V(7))
Where V(v) = ZGZ' + R

e The parameters of the model are estimated by minimizing:

brely, 8,7) o 5 {108 [V ()| + (v = XBY (V) ™!y = XB)+log [X'(V(7)) X}
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Formulating a hypothesis
e A linear hypothesis (what we normally want) is formulated as:
L'B=c
e Two examples both for the simple one way ANOVA model with three treatments:

¥i = i+ atreatment;) + ¢;

1) Sameasa; —a2 =0

I
(01—10) Z; =0
L/ Qs

2) Same as a1 = ag = ag, or the usual test for removing treatment from the model

01 -1 0 1 -0
01 0 -1 ay |

L’
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Testing fixed effects
e The estimate of L8 is L'3.

e From first theory module we know B so:
L’,@ — L'(X'VﬁlX)AX'V*ly
e A few matrix calculations give:

LB~ N(L'B,L/(X'V1X)~'L)

So if the hypothesis L'B = c is true we have:
(L'B —¢) ~ N(O,L/(X'V 'X) 'L)
e The so called Wald test becomes

W= (LB - o) ('(X'VTIX)"'L) (LB — o)

W is approximately xfank(l_)—distributed
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e Wald F-test:

Assumed asymptotically F—distributed

df; is estimated to make the F—distribution fit (see later)

The P-value is computed by:

Pupg_c = P(Fapr a5, 2 F)

Better approximation: Wald F—test & Satterthwaite’s

dfy is the number of parameters “eliminated” by the hypothesis (rank(L))

e These tests are in proc mixed ANOVA table if /ddfm=satterth is specified
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Confidence intervals of fixed effects

e For a one dimensional linear combination L'3

(For instance ay — a2)
e We know the estimate L3

We know the standard deviation

L(X'V X)L

So the 95% confidence interval based on the t—distribution becomes

L'B + togrs.4r\/L/(X'V - 1X) 1L

Satterthwaite's is used to determine df
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e These linear combinations L'B can be specified directly in SAS
e estimate does the one dimensional with confidence interval
e contrast comparing several treatments (rank(L) > 1)

e Example: One way ANOVA with five treatments and random blocks

B'=k o1 az a3 as az)

proc mixed;
class treatment block;
model y = treatment/ddfm=satterth;
random block;
estimate ’tmtil-tmt2’ treatment 1 -1 0 0 0/cl;
contrast ’tmtl=tmt2=tmt3’ treatment 1 -1 O O O,
treatment 1 0 -1 0 O0;

run;

The estimate and the contrast statements

o] — a2

a1 — a2

Q2 — a3
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e This is omputed by SAS if we write something like:
Test of random effects parameters proc mixed cl;
class treatment block;
e The likelihood ratio test can be applied to test A —+ B if B is a sub-model of A model y = treatment/ddfm=satterth;
e A the model including some variance parameter random block;
e B the model without that variance parameter T
e The test is calculated as:
Gasp = 2(7(5) — 257(4;?)

(These are directly in the SAS output)
e Asymptotically G 4_,p is x3—distributed
e So the P—value is:

P(X% > GA—)B)
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Confidence intervals for random effects parameters
e We start by assuming that asymptotically: 8172 ~ %ng

e The 95% confidence interval takes the well known form:

df? df? .
2f b <ol< Zf b but we still don’t know df
X0.025;df X0.975;df

The (theoretical) variance is:

2 4
g o\ _ 20y
var (Ede> T

From the curvature of the likelihood we can estimate the actual variance of our estimate

Matching these two things:

. 207
var(6g) = d_fb

Solving for df gives Satterthwaite's approximation in this case:

—~ 25
& = var(?)
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