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Chapter 1

What is AD Model Builder?

AD Model Builder (ADMB) is a free software package designed to help
ecologists and others develop and fit complex nonlinear statistical models
(Figure 1.1). Offering support for numerous statistical techniques, such as
simulation analysis, likelihood profiles, Bayesian posterior analysis using a
Markov Chain Monte Carlo (MCMC) algorithm, numerical integration, and
mixed-effect modeling, the software is well suited for computationally in-
tensive applications. For example, ADMB has been used to fit complex
nonlinear models with thousands of parameters to multiple types of data, as
well as to fit nonlinear models with fewer parameters to hundreds of thou-
sands of data points. With ADMB, it is also relatively simple to create
and process nonlinear mixed models (i.e., models that contain both fixed
and random effects). ADMB combines a flexible mathematical modeling
language (built on C++) with a powerful function minimizer (based on Au-
tomatic Differentiation) that is substantially faster and more stable than
traditional minimizers, which rely on finite difference approximations. Au-
tomatic differentiation can make the difference between waiting hours and
waiting seconds for a converging model fit, and its use in ADMB provides
fast, efficient and robust numerical parameter estimation.

Users interact with the application by providing a simple description of
the desired statistical model in an ADMB template. Once the specification
is complete (and compiled and run using a few simple commands), ADMB
fits the model to the data and reports the results automatically. ADMB
does not produce any graphical output, but the output files can be easily
brought into standard packages like Excel or R for analysis.

The software’s template-based interface allows scientists to specify mod-
els without the need for an in-depth knowledge of C or C++ (though some
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Figure 1.1: Examples of Linear and Nonlinear models

knowledge of C syntax and programming is required, and users must have
a coherent model and a data set in mind before creating a template). The
template interface also allows users to construct any desired model (rather
than selecting one from a set of predefined models, which is standard in other
statistical environments, such as R). Note that ADMB users are required to
construct a model; the software does not provide a predefined list of stan-
dard models to choose from. In addition, experienced C++ programmers
can create their own C++ libraries, extending the functionality of ADMB
to suit their needs.

The software makes it simple to deal with recurring difficulties in non-
linear modeling, such as restricting parameter values (i.e., setting bounds),
optimizing in a stepwise manner (i.e., using phases), and producing stan-
dard deviation reports for estimated parameters. ADMB is also very useful
in simulation analysis, as the reduced estimation time provided by ADMB
can significantly reduce the amount of time required to evaluate the simu-
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lation.

ADMB was developed by David Fournier in the early 1990s and is rooted
in one of the original C++ implementations of reverse mode automatic dif-
ferentiation, Fournier’s AUTODIF library. For more information about AU-
TODIF, please see the AUTODIF manual.

1.1 Features

AD Model Builder’s features include:

e A flexible template interface, which makes it easy to input and output
data from the model, set up the parameters to estimate, and set up
an objective function to minimize. Adding additional estimable pa-
rameters or converting fixed parameters into estimable parameters is
a simple process.

o A set of C++ libraries that can be used in conjunction with user-
created libraries to extend ADMB functionality

e An efficient and stable function minimizer that uses automatic differ-
entiation for exact derivatives

e Support for matrix algebra (e.g., vector-matrix arithmetic and vector-
ized operations for common mathematical functions), which uses less
computation time and memory than traditional programmatic loops

e Support for nonlinear, mixed effects models
e Support for simulation analysis
e Likelihood profile generation

e Automated estimates of the variance-covariance matrix, and (option-
ally) the variance of any model variable

e An MCMC algorithm (Metropolis-Hastings) for Bayesian integration
that uses efficient jumping rules based on the estimated variance-
covariance matrix

e Support for parallel processing, which allows a single model to be
estimated using multiple processes

e Support for bounds to restrict the range of possible parameter values

7



e Support for using phases to fit a model
e Support for high-dimensional and ragged arrays
e Random number generation

e Random effects parameters (implemented using Laplace’s approxima-
tion)

e A “safe mode” compiling option for bounds checking

e Support for Dynamic Link Libraries (DLLs) with other Windows pro-
grams (e.g., R, Excel, Visual Basic). For example, an ADMB program
can be created and called from R as though it were part of the R
language.

1.2 About this Document

This is an introductory guide designed to introduce users to AD Model
Builder. This document can be downloaded from
https://code.nceas.ucsb.edu/code/projects/admb-docs/. Templates and as-
sociated data and parameter files for all of the examples can be downloaded
from https://code.nceas.ucsb.edu/code/projects/admb-docs/examples/

1.3 Additional Resources

To learn more about AD Model Builder, please see the following references:

e AD Model Builder Manual
http://admb-project.googlecode.com/files/admb.pdf
The AD Model Builder manual contains details about installing and
using AD Model Builder for advanced statistical applications. The
manual highlights a number of example programs from various fields,
including chemical engineering, natural resource modeling, and finan-
cial modeling.

e AUTODIF Library Manual
http://admb-project.googlecode.com/files/autodif.pdf
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https://code.nceas.ucsb.edu/code/projects/admb-docs/LATEXFiles/ADMBGettingStarted.pdf
https://code.nceas.ucsb.edu/code/projects/admb-docs/examples/ 
http://admb-project.googlecode.com/files/admb.pdf
http://admb-project.googlecode.com/files/autodif.pdf

AUTODIF is fully integrated into AD Model Builder, and users auto-
matically take advantage of its powerful automatic differentiation func-
tionality to lend speed and stability to statistical analyses. This man-
ual contains more information about the AUTODIF C++ libraries,
including details about the AUTODIF function minimizing routines,
working with random numbers, and supported operations and func-
tions. The manual also includes a number of useful examples.

Random effects in AD Model Builder: ADMB-RE user guide
http://admb-project.googlecode.com /files /autodif.pdf

The ADMB-RE user’s guide provides a concise introduction to random
effects modeling in AD Model Builder. The guide includes background
information about random effects modeling as well as a number of use-
ful examples. Additional examples can be found in the online example
collection: http://www.otter-rsch.com/admbre/examples.html

Mailing List

To participate in discussions about problems and solutions using ADMB,
please join the ADMB User Mailing List:
http://lists.admb-project.org/mailman /listinfo /users

Archives of past discussions are available at:
http://lists.admb-project.org/pipermail /users/

Support

For general questions about the ADMB project, please contact support@admb-
project.org. Additional information, including recent ADMB news and

links to community resources can be found at:
http://admb-project.org/community.


http://admb-project.googlecode.com/files/autodif.pdf
http://www.otter-rsch.com/admbre/examples.html
http://lists.admb-project.org/mailman/listinfo/users
http://lists.admb-project.org/pipermail/users/
mailto:support@admb-project.org
mailto:support@admb-project.org
http://admb-project.org/community
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Chapter 2

Installation

To download and install ADMB, please go to the ADMB Download page:
http://admb-project.org/downloads.

2.1 System requirements

ADMB runs on both Windows and Linux systems. A Mac version is cur-
rently under development—a release candidate is available from the ADMB
download page.

Program Requirements:

e A C++ compiler (for Windows: MinGW GCC, Visual C+, or Borland
5.5.1) and the Make application. Be sure to download the correct ver-
sion of ADMB for your platform and compiler. The Windows installer
is bundled with a MinGW compiler and we recommend downloading
and installing this version of ADMB if you do not have a compiler
installed already.

e A text editor for working with templates. Though you can use Notepad
or Wordpad, we recommend that you use a more robust (free) text
editor, such as ConTEXT or Crimson (for Windows) or jEdit (for
Window, Linux, Mac). These editors support syntax highlighting and
other useful coding features. For a list of recommended editors, please
see http://admb-project.org/community /editing-tools

Hardware Requirements:
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e ADMB includes about 4 MB of C++ libraries. Hard disk requirements
depend on the C++ compiler used.

e Memory requirements are dependent on size of model.

2.2 Installing ADMB

AD Model Builder is available for Windows and Linux, and a beta version
is also available for the Mac. Please see the admb-project.org site for more
information about downloading and installing ADMB for the Mac.

2.2.1 Windows

In this section, we provide instructions for downloading and installing ADMB
with MinGW, which uses the free gcc and g++ compilers. We recommend
that you use this configuration, unless you already like and use the Microsoft
or Borland compilers. Note that the installation file includes the MinGW
compiler and the Make application, which are required to run ADMB. If you
already have a compiler installed, you may wish to install one of the binary
versions of ADMB. See the admb-project.org site for more information.

The following instructions are for the recommended ADMB and MinGW
installation:

1. Download and save the ADMB-MinGW installer (23.2 MB) that in-
cludes the compiler and tools. This version is found under “Window
(32 bit only)” on the download page: http://admb-project.org/downloads.
The installation wizard will install all the necessary tools for running
ADMB.

2. Double-click the downloaded installer and click “Run” to open the
Setup wizard.
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§5/ Setup - ADMB mE x|

Welcome to the ADMB Setup
Wizard

Thig will inztall ADME on pour computer.

It iz recommended that pou cloge all other applications before
continuing.

Click Mext to continue, or Cancel to exit Setup.

[ Mest » l[ Cancel

3. Accept the license agreement and click “Next”.

i5' Setup - ADMB

License Agreement
Pleaze read the following important information before continuing.

Please read the following License Agreement. v'ou must accept the terme of thiz
agreement before continuing with the installation.

ADModelbuilder and aszociated libraries and documentations are provided under |
the general terms of the "Mew BSD" license

Copyright [=] 2008, 2003 Regents of the University of Califomia.

Redistribution and uze in zource and binary formez, with or wathout modification, are
permitted provided that the following conditions are met;

1. Redistributions of zource code must retain the above copynight notice, this list of
conditions and the following dizclaimer.

(®) | accept the agreement

()1 do not accept the agresment

< Back ” Mest > l[ Cancel

4. Chose to install ADMB into the default directory, “C:\ADMB\MinGW”
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i5'Setup - ADMB

Select Destination Location
‘Where should ADME be installed?

J Setup will ingtall ADME into the following folder,

To continue, click Mest, [f vou would lilke to select a different folder, click Browse.

CAADMBAMinG W

At lzast 98.2 MB of free dizsk space iz required.

< Back ][ Mext » ]’ Cancel

5. Chose to create a program shortcut “ADMB (MinGW GCC 3.4)” in
the Start Menu Folder.

5/ Setup - ADMB (=)

Select Start Menu Folder
wihere thould Setup place the program's shortouts?

Setup will create the program's shortouts in the fallowing Start Menu Falder.

To continue, click Mest. [f vou would like to select a different folder, click Browse.

ADME [MinGw GCC 3.4

< Back ][ MNext = ]’ Cancel

6. Review the installation settings and click “Install” to install ADMB.
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15 Setup - ADMB

Ready to Install
Setup iz now ready to begin inzstaling ADME on your computer.

Click Install to continue with the installation, or click Back if you want bo review or
change any settings.

D estination location:
C:hADMESMinGiw

Start Menu folder:
ADME [MinG'w GCC 3.4]

[ < Back ” Inatall ]’ Cancel ]

The wizard will alert you when the installation is complete. Click
“Finish” to exit the wizard.

7. Check that the installation is working correctly. From the Start menu,
select “ADMB (MinGW)” and then “ADMB Command Prompt (MinGW)?”

| B8 A0ME Command Prompt (MinGW GO 3.4

ﬂ? Uninstall

==

M@ ADME (MinGw

GCC 3.4)

8. In the ADMB Command Prompt window, type “make” to build and
run a suite of ADMB tests.

B ADMB Command Prompt (MinGW GCC 3.4) o || ﬂ
et ADMB Home directory to G:~ADMB-MinGW

C:~ADMB~MinGW >make _

9. If the run is successful, the last two lines of output should appear as
below:
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B ADMB Command Prompt (MinGW GCC 3.4) -\ ﬂ

Completed ADME example and runs
Successful

C:~ADMB~MinGW~examples~admh>

If you encounter any problems, please send an exact copy of your error
message to “help@nceas.ucsb.edu”. Please include information about
your platform, operating system, and which version of ADMB you are
using.

2.2.2 Linux

DMB for Linux systems uses the GNU open source gcc compiler, which is
used to build ADMB programs. To install ADMB on a Linux system:

1.

Download and extract the ADMB Linux binaries from http://admb-
project.org/downloads. Note: to determine which gcc you have, type:
gcc —--version

at the command line.

Open a bash shell and navigate to the directory into which you ex-
tracted the ADMB code (e.g., ~/admb):

$ cd ~/admb

Set the ADMB home directory with the following command

$ export ADMB_HOME="/admb

Add the ADMB bin directory to the $PATH:

$ export PATH=$ADMB_HOME/bin:$PATH

Navigate to the ADMB Home directory:
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cd $ADMB_HOME

3

. Type “make” to build and run a suite of ADMB test analyses.
$ make

Note that the analyses may take several minutes to compile and run.

If you encounter any problems, please send an exact copy of your error
message to “help@nceas.ucsb.edu”. Please include information about
your platform, operating system, and which version of ADMB you are
using.
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Chapter 3

Working with AD Model
Builder

This chapter contains instructions for opening an installed version of AD
Model Builder and a high level overview of how the application works.

3.1 Opening AD Model Builder

To open AD Model Builder on a Windows system, select ADMB (MinGW
GCC 3.4) from the Start menu and then “ADMB Command Prompt (MinGW
GCC 3.4)”. Note that the menu items may be named differently depending
on the C compiler installed.

[@ crimson Editor 3,72 r
v| @ Gnuwinsz v

Bl ADME Command Prampt (MinGW GCC 3.4) [ ADMB (MinGwW GCC 3.4)

I/ winscp

On a Linux system, open the ADMB program from the command line.

An ADMB Command Prompt window opens:
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B ADMB Command Prompt (MinGW GCC 3.4) -0 ﬂ
Set ADMB Home directory to C:\ADMB~MinGW

C = \ADMB~MinGW" >

By default, you should be in the ADMB MinGW directory. To run a simple
example on a Windows system, navigate to the "examples/admb/simple"
directory and type “simple” at the command prompt:

B ADMB Command Prompt (MinGW GCC 3.4) =1k
Set ADMB Home directory to C::\ADMB~MinGW n
G :“ADMB~MinGlexamples~admbh>1s l

buscycle chem—eng forest pella—-t simple vol
catage finance Makefile robreg truncrey

C:~ADMB~MinGlexamplessadmbrcd simple
C:~ADMB~MinGlexamples~admbssimple*simple

Initial statistics: 2 variables; iteration B; function evaluation @
Function value 3.649357%e+8P1; maximum gradient component mag —3.6127e+A08
Uar Ualue Gradient HIESS Ualue Gradient HIESS Ualue Gradient

1 0.008008 -3.6126%e+000 | 2 0.00000 -7.27814e-8601 !

— final statistics:

2 variables; iteration ?; function evaluation 19

Function value 1.4964e+@81; maximum gradient component mag —7.0814e-A65
Exit code = 1; converg criter 1.0000e—BR4

Uar Ualue Gradient HIESS Ualue Gradient HIESS Ualue Gradient

1 1.98989 -7.88148e-A85 | 2 4.87818 -2.A8982e-8AB5 !
Eztimating row 1 out of 2 for hessian
Estimating row 2 out of 2 for hessian

C:\ADMB~MinGWexamplessadmbisinple>

To run the ’'simple’ program on a Linux system, type ‘./simple’ at the
command line.
3.2 Overview: From question to result

If you have a data set and a question about it (how well the data fits a
model, for example), you are ready to begin using AD Model Builder. By
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using command-line tools and a template file created with a standard text
editor, users specify an analytical model, read in data and initial parameter
values, and compile and execute a program that performs the analysis. AD
Model Builder automatically calculates and outputs the results.

The template file is designed to simplify the process of specifying a model.
Instead of writing a C or C++ program to carry out the required calcula-
tions, users simply supply data and declare the parameters that should be
estimated using straightforward ADMB conventions, and write code that
expresses the mathematical model. Templates are designated with a .tpl
extension. Once finished, the template is converted to true C+-+ code, com-
piled, and linked to the ADMB libraries.

DATA_SECTION, #inelude <admodel.hs.
init imnt nobs. pea
|1|(|_-_-|-rl(|r ¥l nobs). H“""’:" F i ) . )
init wvector x(l,nobs). void ad bowndf {imt i); To run the compiled code,
PIRAMETER SECTION. ) + ] o simply t_‘:']E the program name
indit TAEler & Winclude <linearmatrix.htp: (no extension) at the command
init number b ’ i o i Time:
s model data:inode icafint arg
Sear prel 3 gend) {. IC:~ADMBYo rkvexample Fexamp le
objective function value £. R
PROCEDURE_SECTION. ot wim il
pred y=ashy;, y.allocate{l,nobs,"y" ;.
f=sum [square (pred v-v)) ;. ) st ste(l,nobs, =)
+ ;
Template (example tpl) Converted to C
(example.cpp) Samnid

To convert the template to C++ and compile 1t, type makeadm {template nams}

C:~ADMBUork-example *makeadm example

Data and initial parameter values are provided via text files (designated
with .dat and .pin filename extensions, respectively). By default, AD Model
Builder looks for input files that match the program name. For example,
when running a program called ‘rabbits.exe’ (or ‘rabbits’, on a Linux sys-
tem), AD Model Builder automatically looks for data in rabbits.dat and
parameter values in rabbits.pin. This default behavior can be overridden
with command-line options.

After a program has executed, AD Model Builder writes the parameter
estimates, standard errors, a correlation matrix, and any user-specified re-
ports to output files, which are saved in the program directory. Output files
are named for the creating program. For a program called rabbits.exe (or
rabbits, on a Linux system), the parameter estimates can be found in rab-
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bits.par, the correlation matrix in rabbits.cor and any user-specified reports
in rabbits.rep.
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Chapter 4

Creating a program: The
template

The template simplifies the development of statistical analysis by hiding
many aspects of C++ programming. Using a template, users must only be
familiar with some of the simpler aspects of C or C++ syntax to create and
execute an ADMB program (see Section 8 for an overview of useful syntax,
functions, and operators).

The template itself is divided into several sections. For now, you need
only be concerned with the three required sections: DATA _SECTION, PA-
RAMETER_SECTION, and PROCEDURE_SECTION, which we will look
at in more depth in this chapter.

As you work with the template (Figure 4.1), keep in mind that the file
will be translated into C++ code and then compiled.

Be careful to adhere to the following syntax requirements:

1. Indent using spaces (not tabs)
2. Template section names should be flush with the file margin

3. Use comments to describe and clarify the template. Comments are
designated with a “//” and may be used throughout the template.

4.1 Data section (and data file)

The data section is where you describe the structure of the data used by
the model. In general, all observational data read in from the data file and
all fixed values (i.e., values that are constant in the model and require no
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//this program escimaces the slope and the i -
//intercept of a linear mwodel (e.qg., y=h+ax) Use comments (designated with //)
5 Foa e T S ; to descnbe the purpose of the
S/data are found in the Linear.dat file, D
// and consist of 10 observed x and v valuess B e
throughout the template.
DATA SECTICN
init int nobs ‘_‘__‘—\\ Template sections (e.g, DATA_SECTION)
init i r yil,nobs) should be flush to the margm. Nested
# (1, noks) declarations and code must be
PARAMETER_SECTION mdented (two spaces). Do WOT use tabs.

E &
r b
PROCEDURE_SECTION
£=0;

for (int i=1l:i<=nobs:i++) //a for loop. Indent nested code for clarity

L+=pow(yii)-(b+a®x(i)),2):

Figure 4.1: A template file displayed with syntax coloring. Template files
have a .tpl filename extension.

derivative calculations) should be defined in the data section. You cannot
use a data object in the program until it has been defined.

Data can consist of integers or floating point numbers, which can be
grouped into one-dimensional arrays (e.g., a vector of measurements) and
two-dimensional arrays (e.g., a list of years with corresponding indices).
In addition, floating point numbers can be grouped into three and four-
dimensional arrays (Table 4.1). ADMB also supports ragged arrays.

Any data object prefixed with “init_" (e.g., “init_number nobs” or “init_vector
biomass(1,n0bs)”) will be read in from the data file. Objects prefaced with
“init_” are read in from a data file in the order in which they are declared.
For example, if you define an integer (e.g., a number of observations) and
a vector containing observed population values, you must ensure that the
data file contains data in that order (Figure 4.2). Notice that once a data
object has been read in, its value can be used to describe a subsequent data
object. In the example in Figure 4.2, the number of observations (nobs) is
used to describe the size of the population-data vector.

Any data type without the init_ prefix is not initialized from the data
file.

Data files should not contain tabs and should include comments to clarify
the meaning of the data. Note that comments in data files are designated

24



DATL SECTION

init int nohs

# nuwber of observations [(nobsa)
10

init_wvector popil,nobs) # ochserved population (pop)

20 24 34 17 20 &3 25 18 & 18

DATA SECTION of template file Data file (pop.dat).

{pop-1pl)

Figure 4.2: The DATA _SECTION of a template (left) and corresponding

data file (right).

with the # syntax. If you are creating a .dat file from Excel, we recommend

that you save the

spreadsheet as a “Formatted text (space delimited)” file

(.prn), before converting it to a .dat file.

By default, ADMB will look for a data file with the same name as the
program. This default behavior can be overridden by adding a C command
to the data section, or by using the ‘-ind’ command-line option when run-

ning the program.
guide.

We will look at examples of both options later in this

Table 4.1: Types of data objects in ADMB programs

Data object

Definition and example

int

An integer. Example: init_int nobs

In this example, “nobs” is the name of an integer data ob-
ject. Because the “init” prefix is used, the value is read
from the data file.

number

Floating point number. Example: init_number temp
In this example, “temp” is the name of a floating point num-
ber, the value of which is read from the data file.

ivector

(cont’d)

ivector

One-dimensional array (i.e., vector) of integers. Example:
init_ivector years(1,5)

The vector “years” has an initial index of 1 and a length
of 5 (e.g., “5,4,3,2,1”, where the first element, “5”, has an
index of 1, the second element, “4”, of 2, etc.). Often, vector
lengths are defined using values that are read from a data
file, such as a number of observations. For example:

Continued on next page
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Table 4.1 — continued from previous page

Data object | Definition and example

init_ivector biomass(1,nobs)

In this case, the value ‘nobs’ must be defined before the
‘biomass’ ivector is declared. Please note that vector defi-
nitions cannot contain spaces.

vector error(1,NGROUPS + 1); //error
vector correct(1,NGROUPS+1); //correct

vector One-dimensional array (i.e., vector) of numbers. For exam-
ples, please see ivector, above.

Two-dimensional array (i.e., matrix) of integers. Example:
init_matrix dat(1,nobs,1,2)

In this example, ADMB reads a two-dimensional array of
integers (e.g., age and corresponding weight data) from the
data file. 1 is the initial index of the first dimension and
nobs specifies the length of the first dimension (e.g., the
number of observations). 1 and 2 identify the initial index
and length of the second dimension (the number of columns
of data). See Figure 4.5 at the end of the Chapter for an
example. For information about extracting a single column
of data from a two-dimensional array, see Figure 4.3.

imatrix

matrix Two-dimensional array (i.e., matrix) of numbers. For exam-
ples, please see imatrix.

3darray Three-dimensional array of numbers. See Figure 4.6 at the
end of this Chapter for an example.

4darray Four dimensional array of numbers

Ragged array | See Figure 4.7 at the end of this Chapter for an example

Note: Variable names are case-sensitive and must start with an alpha-
betical character. We recommend that you choose descriptive, short names
(e.g., length, mass, pop, nobs). You may use an underscore if you wish (e.g.,
fish_mass). Do not use any words reserved by C++ (e.g., catch, if, else).
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Tips and Tricks: Extracting a column of data from a data table

Extracting a column of data from a data table (e.g., a matrix) can be
done in the template’s DATA_SECTION using the column() function. Note
that any standard C+4 command can be used in the DATA_SECTION
and/or the PARAMETER_SECTION as long as it is preceded by !! and
concluded with a semi-colon, e.g.:

! la=column (mytable,1);

To use the column() function, first read in the data from the data file
(Figure 4.3, Step 1). Define a vector to hold each extracted column of data

DATAL SECTION
r hoha ¥ Thi= data et COMTALnS Ten
# f£ish ocbservations. The age and
ffdeclace a two-dimensional array for che F length o each observed Iish
//age/ lengeh daca W was recorded.
n ma « Tish(l,nobs, 1,2} ¢ STEP1
§ HNumber of ochIservations(nobs)
/famelare vectors to hold length (L) and age (a) daca,|] 10
#f More thar chess daca will be sxcracesd H Age and length of each fish (f£ish)
'/ from data that has aleeady been cead into ADHE 1
ffiin fish matrix, defined above], and =0 2 3
£ do pot reguire the init  prefix 24
wector L(1,nobs) 2 4
vector ail,noba) | STEP1 34
34
fiec code used to extract column 1 and column 2 35
fiof the fish data 46
! ia=eolumn (£18h, 1) ; 49
!iL=golumn(fish, 2] ; ¢ STEF3 6 10
Template DATA_SECTION (fish tpl) Data file (fish dat)

Figure 4.3: Using C code in the DATA_SECTION to extract columns of
data.

(Step 2). Because the vector will hold data that has already been read into
AD Model Builder, you should not use the init_ prefix when defining it.
Once the vectors have been defined, use the !! syntax to insert the C++
command into the template (Step 3). In this example, the value of the ‘a’
vector becomes the age data (2,2,2,2,3,3,3,4,4,6) and the value of the ‘L’
vector the length data (1,3,4,4,3,4,5,6,9,10).

Note that you can also manipulate data using a LOCAL_CALCS section
inside the DATA _SECTION. Standard C++ commands and syntax are used
in the LOCAL_CALCS section. For an example, please see the ADMB User
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Manual.

4.2 Parameter section (and initial parameter val-
ues file)

The PARAMETER_SECTION describes the structure of the model param-
eters. The section must include a line that defines the variable that will be
minimized (the objective function_value). Often, this variable is set to
the value of a log-likelihood function, though it can be set to any function
that should be minimized. Any temporary variables or variables that are
functions of the declared parameters (such as the log of a parameter value)
should be defined in this section as well. Note: parameters that are fixed
throughout the program should be declared in the DATA_SECTION, not
the PARAMETER_SECTION.

//thiz program estimates the slope and the
flinterceprt of & linear model (e.g., y=b+ax)
//data are found in the Linear.dat file,

S/ and consist of 10 observed x and vy values

DATA SECTION

Y int nobs
r yiil,nobs)
ini vector ®(1,nobs)

Define parameters and any temporary

variables used to evaluate them in the

" PARAMETER. SECTION. You nmst
4———— also define the vaniable that will be

PARAMETER,_SECTION

T - minimized (ie., the objective fumetion vale).
The objective_function value is
FPROCEDURE_SECTION
£=0:
for int i=1:3% nokbs; i++ /ia for loop. Indent nested code for clarity
f4=powiy(i (h4a*x (i) ,2):

The preface init_ indicates that the parameter will be given an initial value
and estimated in the minimization procedure. Initial parameter values are
specified in a .pin file. The order of the parameter values in the .pin file
must match the order in which the parameters are declared in the template
file. By default, AD Model Builder will look for parameter values in the .pin
file that shares the program name. The default behavior can be overridden
with a command line option when the program is run. Note: AD Model
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Builder assigns default parameter values if no initial value is specified.

The PARAMETER_SECTION pictured above defines two parameters,
a and b, both of which will be estimated by the program. The objec-
tive_function_value (£) is the value that will be minimized. In this case, the
sum of squares will be minimized. We will look at this example in more

detail in Section 7.1.1. For now, it is only important to note the syntax and
content of the PARAMETER_SECTION.

By setting bounds on parameter values and/or estimating parameter
values in phases (see Tables 4.2 and 4.3 at the end of this section), template
designers can make their analyses more efficient and accurate. Bounds on the
estimated parameters stop their values from going outside a realistic range.
Phases allow for the preliminary estimation of the parameters that have a
large influence on the overall results before estimating the parameters that
have a small influence on the model. This technique is similar to producing
good starting values for the estimation process, which helps streamline the
estimation procedure. In addition, model parameters can be fixed at their
initial values if necessary.

AD Model Builder will also automatically generate a standard error
report or a likelihood profile (when the program is run with the -lprof
command-line option) for designated parameters. Note that standard error
is automatically calculated and reported for all parameters declared with
init_. Use the prefix sdreport_ when defining a parameter to generate a
standard error report. Use the likeprof _ prefix to indicate that a likelihood
profile should be generated. See Section 7 for examples.

Parameters can be initialized in one of three ways: (1) via a .pin file,
(2) in the template’s (optional) INITIALIZATION_SECTION, or (3) in the
template’s PRELIMINARY _CALC_SECTION. If a parameter is not initial-
ized in any of these ways, ADMB will assign it an initial default value—either
0 or (if the parameter is bounded) the midpoint of the defined interval. Be-
cause using a .pin file is the most common way to initialize parameter values,
we will look at using .pin files here. For more information about initializing
parameter values in the PRELIMINARY_CALC_SECTION, please see the
User Manual.

The .pin file is much like the data file (.dat), except that it is used to
store initial parameter values. The initial parameter values specified in the
.pin file must appear in the same order as the declared parameters.
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PARAMETER SECTION
init nuwber th # Walue for th parameter

init wvector pop(l,3)] 1
obhjective function wvalue £

# Initisl parameter wvalues

# Walue for pop parameter
2 2 2

Template file (par.tpl) Imitial parameter value file (par.pm)

Table 4.2: Single Parameters. All parameters are floating
point numbers.

Parameter Definition and example
Type
Unbounded, The most basic parameter type. Example:

active parame-
ter

init _number a

These parameters will be given an initial value and estimated
in the minimization procedure. If no other initialization is
done in the program or via a .pin file, ADMB initializes the
value to zero.

Bounded,
active parame-
ter.

init_bounded_number a(0,1)

These parameters will be given an initial value and estimated
in the minimization procedure. The bounds specify a range
of valid values. In this example, ‘a’ can take values between
0 and 1. If no other initialization is done in the program or
via a .pin file, ADMB initializes the value to the mid-point
of the interval (in this example, .5).

Fixed parame-
ter

init_number a(-1) or init_bounded_number a(0,1,-1)
Fixed parameters will not be estimated. To fix a parameter
at its initial value, add a ‘-1’ as shown above.

Parameter
optimized in
phases

init_number a(2) or init_bounded_number b(0,1,3)

To estimate parameters in phases, specify the phase in which
the parameter should be active. In the above examples,
parameter a will be estimated in phase 2 and parameter b
will be optimized in phase 3. The value of a will remain
fixed in phase 1; the value of b will remain fixed in phases
1 and 2.
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Table 4.3: Vectors of Parameters

Parameter Definition and example

Type

Unbounded, init_vector theta(1,3)

active  vector | These parameters will be given an initial value and estimated

of parameters

in the minimization procedure. If no other initialization is
done in the program or via a .pin file, ADMB initializes the
value to zero. The above example defines a vector with 3
elements and valid index from 1 to 3.

Bounded,
tive vector

ac-

init_bounded_vector theta(0,5,-1,3)

These parameters will be given an initial value and estimated
in the minimization procedure. The bounds specify a range
of valid values. In the above example, the first two numbers
in the parenthesis (0,5) describe the vector dimensions. The
second two numbers (-1,3) indicate the parameter bounds.
If no other initialization is done in the program or via a
.pin file, ADMB initializes the value to the mid-point of the
interval (in this example, 1).

Fixed vector

init_vector theta(1,3,-1) or init_bounded_vector
theta(0,5,-1,3,-1)
Fixed parameters will not be estimated. To fix a parameter

at its initial value, add a ’-1’ as shown above.

Parameter
optimized in
phases

init_vector theta(1,3,2) or init_bounded_vector
pop(0,5,-1,3,3)

To estimate parameters in phases, specify the phase in which
the parameter should be active. In the above examples, the
theta parameter will be estimated in phase 2 and the pop
vector will be optimized in phase 3. The value of theta will
remain fixed in phase 1; the value of pop will remain fixed

in phase 1 and 2.

Parameter
vector sum-
ming to zero

init_bounded_dev_vector epsilon(1,5,-10,10,2)

A _dev_ vector will be optimized so that it sums to zero.
The epsilon vector defined above has an initial index of
1, a length of 5, bounds between -10 and 10, and will be
optimized in phase 2.
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4.3 Procedure section

The PROCEDURE_SECTION contains the actual model calculations. The
lines in this section are written in C++ and must adhere to C++ syntax.
All normal C++ statements can be used in this section (e.g., if-then-else
statements) as well as operators, math library functions, and user-defined
functions. For a list of useful functions and operators, please see Section 8.

fithis program estimates the slope and the
Adintercept of a linear model (v=bh+ax)
fidata are found in the Linear.dat file,
fdand consist of 10 ochserved x and v wvalues

DATA SECTION
nokhs
vi1l, nokbs)
® (1, nohs)

FARAMETER SECTICH

8
b
£
__—" The PROCEDURE_SECTION is written in
PROCEDURE SECTICH “— Gt and it arlexe i €441, 0y
R — Statements mmst end with a *“;

for [(int i=1l:i<=nohs:i++)
{

f+=pow(y (il -ib+a*x(il].2];
H

Increment the counter

The loop mms as long as the condition (i<=nobs) is true.

for (int i=l:i<=nobs:i++) (_

1 — The initial value of the loop counter

f+=pow(y(i) - (b+a*x (1)), 2]/

Loop statements are enclosed m brackets

The code in the displayed PROCEDURE_SECTION uses a for-loop to
cycle through each x and y value read in from the data file. Note that the
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index for the first item in each vector is 1, not 0. The statement in the loop
(f+=pow (y (i) - (b+a*x(i),2) ;) uses the C++ incremental operator (+) to
add the squared difference between the observed and the estimated value.
Note the use of the pow(x,y) function, which raises the first argument,
y(i)-(b+a*x(i)) to the power specified in the second argument, 2. The
squared difference is set to the value of the objective function, which is
minimized by ADMB.

ADMB users often take advantage of predefined functions (e.g., sin,
cos, norm, etc.) in the PROCEDURE_SECTION. To take the log of a pa-
rameter, for example, you could use the following line:

b=log(parameter) ;

Note that you must define both parameter and b in the PARAME-
TER_SECTION before you can use this statement.

For a good list of supported functions, as well as information about
creating your own functions, please see the User Manual.

4.4 Non-required template sections

Although only three template sections are required (DATA_SECTION, PA-
RAMETER_SECTION, and PROCEDURE_SECTION), AD Model Builder
templates have several optional sections, which you may come across as you
are working with AD Model Builder (Figure 4.4).

Use the INITIALIZATION_SECTION to specify initial parameter val-
ues. Note that values specified here will be overridden by values specified in
a .pin file (if a .pin file is used).

The PRELIMINARY _CALCS_SECTION is often used to manipulate in-
put data—either to convert units (e.g., pounds to kilograms) or to convert
data structure (e.g., from matrix to vectors). The C++ statements used in
this section are executed only once, unlike the statements in the PROCE-
DURE_SECTION, which are run once for each iteration of the minimization
routine. Instead of using a PRELIMINARY_CALCS_SECTION, users of-
ten choose to insert C++ commands into the DATA_SECTION using the !!
syntax (see Section 4.1 for an example).

The REPORT_SECTION is used to output user-defined results. Use
C++ syntax in this section. For more information and examples, please see
Section 6.4.

If you have some C code that you’d like to use, place it in the GLOB-
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FAL1L template sections. Only DATA SECTICH,
ffPARAHETER_SECTION, and FPROCEDURE FECTICN
ffare required.

DATA SECTICH

(ﬂphmﬂy]mﬁmhalpmmﬁwhﬂ
INITIALIZATION SECTICN e i the INITIATTZATION SECTION. Any
- values specified will be overriden by
PARAMETER SECTION _pmn file values.

PRELIMINLRY CALCS SECTION | Usestandard C++ commands m the PRELIMINARY

- - CALS_SECTION. Code placed here will only be run
once (instead of once for each iteration of the numinmzation
routine). This optional section is often used for data
manipulation (e.g., converting nches o centimeters).

FROCEDURE SECTION

FUMCTICH

REFORT SECTICH #——— Values specified in the REPORT SECTION will be
output to a report file. See Section 6.3 for more mfo.

REUNTIME SECTICN

TOP_OF _MAIN SECTION

GLOBALS SECTION s Flace any C code that you would like to use in the
- GLOBALS SECTION

EETVEEN FHAZES SECTICN

FINAL ZECTION

Figure 4.4: The twelve sections of an AD Model Builder template.
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ALS_SECTION. Any statements included in this section will be placed at
the top of the C++ file that is created from the template and then compiled.

The RUNTIME_SECTION is used to control the behavior of the function
minimizer. It is often used to change the stopping criteria during the initial
phases of an estimation.

The BETWEEN_PHASES _SECTION contains code that will be exe-
cuted between estimation phases.

FUNCTION begins the definition of a function or “method” written in
C++ code.
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Examples of data files and template DATA_SECTION code:
1. Matrix Data (template declaration and data file)

DATA SECTION

i © Hobs

it SrartYear
EndYear

< Bikd=(1,Nobs,StarcyYear, Endyear)

Template DATA_SECTION (Birds.tpl)

first dimension {observ ations)

l

This data set contains the number of
birds cbserved at Painted Posc alrport.

Ohsepvations were made March Z1, June 21
and Sept 21 of each study year.
number of ocbhservations [Nobs)
3
Start Year (JtartYear
1991
End Year ([(End¥ear)
2000

Number of birds observed Spring, Summer,
and Fall of sach study vear (Birds)

second dimension (year) -

34 15 67 Bl 59 45 76 98 45 43
36 54 19 24 34 75 14 75 97 12
T4 13 44 3@ 48 41 85 15 18 72

Data file (Birds.daf)

Figure 4.5: An example of matrix data in an ADMB data file (right) and
the corresponding template declaration.
dimension is the observations (i.e., the rows in the data set). The second
dimension is the years (i.e., the columns in the data set).
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2. 3D-Array Data (template declaration and data file)

DATA SECTION
init int MNages
init int Nohks

init Sdarray Birdsil,2,1,Nages,1,Nobs)

Template DATA_SECTION
(bivd3.1pl)

first dimension (year)

v

w

# Thi= data =set contains the number of
# birds observed at Painted Post airport
# in Z001 and Z00Z. Counts were taken five
# times each wear, and the age of the
# obgerved birds was recorded
# (1 wvear or less; Z years; 3+ wears)
# Nuber of age categories (Nages)
3
# Nuwwber of ochservations (DNobs)
5

# Nuwber of hirds chserved in each age
# category over the study period (Birds)

Third dimension (ohservation)

34 15 67 81 89

35 54 19 24 34 £

74 13 44 38 48 5

-
I

45 76 95 45 43 =

75 13 75 97 12 E

41 85 15 19 72 §

Data file (bird3.dat)

Figure 4.6: Example of 3D-array data and template declaration.
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3. Ragged Array Data (template declaration and data file)

DATA SECTION

Hpop=

ctor Start¥ear(l,2)

tor EndYear(1,2Z)

ix Fish(l,Npops,Sctarc¥ear, EndYe=ar

111t

1n1tT

11T
1nit ms

Template DATA_SECTION
(fishRag tpl)

#This file contains catch dacta for two fish
fipopulations. The first population was studied
ffor 10 years (1991-2000); the second for 5
#({1995=1999) . Measurements were taken annually,

# Nurber of fish populations
2

(lipops)

# Start year of each study (Start_Year)
1391 15995

# End year of each scudy (End_Year)
2000 1599

# Population observations (Fish)
23 5 54 12 45 3 23 45 76 32
45 34 32 54 34

Data file (fishRag.dat)

Figure 4.7: Example of ragged-array data and template declaration. In a
ragged array, the rows of data have different lengths.
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Chapter 5

Compiling and running a
program

Once the template is finished, it needs to be translated to C++ and then
compiled and linked to the AD Model Builder libraries. All of these steps
can be done with a single command (makeadm). To run the compiled pro-
gram, simply type its name at the command line. On Linux systems, use
./programname Programs can be run with a number of options, which we
will look at in the next sections.

5.1 Compiling a program

To compile a program from the command line, open a command window (on
Windows) or a terminal window (on Linux) and navigate to the directory
that contains the template. At the command prompt, type:

C:\ADMBWork\test> makeadm templatename

In the above example, the template is stored in the C:\ADMBWork\test
directory (‘>’ is the command prompt). Type the name of the template
without its filename extension. For example, if the template file is named
“myprogram.tpl”, compile it by typing:

C:\ADMBWork\test> makeadm myprogram

If you are testing or debugging a template, you may wish to use the “safe
mode,” which performs bounds checking on all array objects. For example,
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safe mode will notify you if an index value exceeds the permissible array
bounds (exceeding the bounds can produce calculation errors that may not
be detected otherwise). The safe mode is not as fast as the standard mode,
and should be used only for debugging—mnot for a final implementation. To
compile a template in safe mode, use a command like:

C:\ADMBWork\> makeadm myprogram -s

5.2 Running a program and command-line options

Use command-line options to modify the behavior of the program at run-
time. To see all available command-line options for a program, type the
program name followed by -7:

> simple -7
Table 5.1 contains information about some common command-line op-

tions. For a complete list of options and information about each, please see
Chapter 12 of the ADMB User Manual.

Table 5.1: Useful command-line options.

Command-line Definition and example
option
-ind datafilename Change the name of the data file used by the pro-

gram. By default, the program will look for a
data file that shares its name. For example, a
program named ‘test.exe’ will look for a data file
named ‘test.dat’. To use a different data file, e.g.,
‘new.dat’, use the following:

> test -ind new.dat

Continued on next page
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Table 5.1 — continued from previous page

Command-line Definition and example
option
-ainp pinfilename Change the name of the PIN file used by the pro-

gram. By default, the program will look for a pin
file that shares its name. For example, a program
named ‘test.exe’ will look for initial parameter val-
ues in a file named ‘test.pin’. To use a different
data file, e.g., ‘new.pin’, use the following:

> test -ind new.pin

-7 -help Both the -7’ and ‘-help’ options will list all avail-
able command-line options.

-est Only estimate parameters. When this option is
used, ADMB will not generate a covariance ma-
trix or standard error report. Because this option
saves processing time, you may wish to use it when
developing models.

-lprof Perform likelihood profile calculations for any pa-
rameters designated with likeprof_ in the param-
eter section. Results are placed in a .plt file. For
an example, please see Section 7.3.3

-mecmc [N] Perform a Markov Chain Monte Carlo analysis with
N simulations. For an example, please see Section
7

5.3 Errors, debugging, and memory management

Syntax errors in AD Model Builder templates can cause troubles when the
template is converted to C++ and/or when the converted C+ code is com-
piled. You may see a message that ADMB cannot translate a template, or
that it cannot compile and link the program. Alternatively, the program
may build, but generate no output (or odd results) when it is run. You may
also receive messages about insufficient memory. In this section, we will look
at common types of errors and several troubleshooting techniques.

Many error messages contain a line number or the name of a problematic
function or variable. If you are on a Windows system, error messages relate
to the translated C++ file (e.g., the .cpp file, not the original .tpl template
file). Although you should track down the error in the .cpp file, remember
to make the fixes in the original template file.
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Some common errors include:

1. Failing to place semi-colons at the end of a line (e.g., in a statement
in the PROCEDURE_SECTION or other places where the template
uses C++ code)

2. Failing to specify the required objective_function_value in the PARAM-
ETER_SECTION

3. Missing or mis-matched brackets '{}" around loop code or if-statements

4. Typos or inconsistent capitalization in variable names (‘Fish’ is not
the same as ‘fish’)

5. Errors reading in data (e.g., defining a number variable to hold array
data or declaring data variables in an order that differs from the data
values in the data file)

6. Failing to specify or incorrectly specifying initial parameter values

7. Using ‘=’ instead of ‘=="when comparing two values for equality

When troubleshooting, it sometimes it helps to comment out sections of
code. To comment out code, simply place a “//” before each line:

//this code is commented.
//pred_Y=a*x+b;

You can also insert lines of code that print informative messages during
runtime. For example, insert a line like the following at the end of the
DATA _SECTION to print the value of the last read data object and con-
firm that it is as expected:

!'lcout<<"Last data object read "<<VARIABLE NAME<<endl;

The above command prints out the text enclosed between quotes as well
as the value of the specified variable (VARIABLE_NAME). ‘endl’ indicates
a carriage return. (Figure 5.1)

You may also find that it is useful to work with a debugger. To use a
debugger, load the translated C++ file (.cpp) into a debugging environment,
such as MS Developer Studio.
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DATA SECTIOH
init int nobs
init wvector ¥(l,noha)
init wector x(1,nobs)

Aétroubleshooting technicgque: add informative messages
ffthat are ljutput during runtime Insert a C++ command to

informative
Heoout<<"Last data object read in: "<<3<enll’. f—— :tutpl.:tnm In this emihe
program will output the values
PARAMETER. SECTIOH read into the x vector.

init numbher a
init number b
vrector pred ¥il,nobs)

ADMBYorksadmbssimple *makeadm simple

on evaluation B
ponent mag 6127 +B00
HIESS Value Gradient

Figure 5.1: Use C++ statements to output useful information at runtime.
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TOP_OF MATH SECTIOH

gradient structure::set MaX NVAR OFFIET (1000} ;
gradient structure::set NUM DEPENDENT VARIABLES(S00); To mncrease the buffer size,
gradient structure::set GRADSTACE BUFFER_SIZE(100000) ; e ;’“h‘“m e
gradient structure::set CHMPDIF _BUFFER_SIZE (1000000) 7 = m&m ’
arrmhlsize=300000; mamual.

DATA SECTION
init int nobaz
init wvector ¥(l,nohsz)
init wector x(l,nohs)

Figure 5.2: Increasing the memory buffers.

As the number of estimable parameters in a model increases, the memory
required to process the calculations increases as well. If you see an error
message that relates to insufficient memory, you may need to increase the
memory buffers and/or make your template code more efficient.

To increase the memory buffers, you can either:

1. Increase the buffers using the template’s TOP_OF_MAIN_SECTION
(Figure 5.2)

2. Increase the buffers using command-line options (-cbs and/or -gbs,
for the CMPDIF_BUFFER_SIZE and the GRADSTACK_BUFFER_SIZE,
respectively)

For more details about memory buffers and creating efficient code, please
see the ADMB Memory Management document:
http://admb-project.org/community /tutorials-and-examples /memory-management
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Chapter 6

The results: AD Model
Builder output files

ADMB outputs results to several useful output files, which are in ASCII
format and can be opened and viewed in a standard text editor:

e Parameter Estimate file (.par)
e Standard Deviation file (.std)
e Correlation Matrix file (.cor)
e User-Defined Output file (.rep)

In addition, users can choose to output results to additional, user-defined
and formatted files (for use in R, for example) or to the command window
at runtime.

Depending on the type of analysis run, AD Model Builder will also create
additional output files: a profile likelihood report (.plt); an MCMC posterior
distribution report (.hst) and a MCMC algorithm result report (.psv). For
more information about these reports, please see Chapter 7.

Table 6.1: ADMB Input and Output Files

File extension Definition

tpl input main model specification
.dat input data

.pin input initial parameter values

Continued on next page
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Table 6.1 — continued from previous page

Function Definition

.cpp C++ source code (translated from .tpl file)

.htp C++ header (translated from .tpl file)

.exe compiled ¢ program

.par output parameter estimates

.bar output parameter estimates (binary format)

.std output parameter standard deviations

.cor output parameter correlation matrix

.plt output profile likelihood report

.hst output MCMC report containing observed distri-
bution

.psv output the parameter chain from MCMC (binary
format)

.rep output user-generated report

.eva output the eigenvalues of the Hessian (2nd deriva-
tives of minus the log-likelihood) function. If they
are all positive it indicates a minimum.

6.1 Parameter estimate file (.par)

The parameter estimate file contains the parameter estimates, the final ob-
jective function value, and the gradient (which should be close to zero)
(Figure 6.1). By default, the file shares the name of the program and uses
a .par filename extension.

In the parameter estimate file, parameter names are listed above their
estimated values, and are set off with a ‘#’.

# Number of parameters = & Objective function walue = 14,9642
Maximm gradient component = 7.00140e-005.

# ar.

1.909090953475.

# b,

4. 07817738582,

Figure 6.1: An example of a .par file, which contains two parameter esti-
mates (for a and b).

Note that ADMB also creates a file with a .bar extension (e.g., myTest.bar)
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that contains the parameter estimates in a binary file format.

6.2 Standard deviation report file (.std)

The standard deviation report contains the name of each estimated param-
eter, its estimated value, and its standard deviation (Figure 6.2). The file
shares the name of the program and uses a .std filename extension.

index name walue std dew
1 a 1.9091e4000 1.5547e-001
2 b 4.0782e4000 7.0394e-001

Figure 6.2: An example of a standard deviation report file (.std).

6.3 Correlation matrix file (.cor)

By default, ADMB estimates the standard deviations and the correlation
matrix for the estimated model parameters (Figure 6.3). These estimates
are output to a file with a .cor filename extension.

At the top of the file is the logarithm of the determinant of the hessian.
The name of the parameter is followed by its value and standard deviation.
The correlation matrix is included after the standard deviation.

The logarithm of the determinant of the hessian = 5.334588
index name wvalue std dev 1 2

1 a 1.9091e4000 1.5547e-001 1.0000

2 b 4.078Z2Ze4000 7.0394e-001 -0.7730 1.0000

Figure 6.3: An example of a correlation matrix file.
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6.4 User-defined output file (.rep)

The report file (.rep) is used for user-defined output. Any calculated quan-

tity can be written to this report and formatted as desired via the RE-
PORT_SECTION of the template. Any variables specified in the REPORT_SECTION
will be output (Figure 6.4).

DATR SECTION. ¥ data

init int nobs. -l0lz2345678

init wvector y(l,nohs). v data

init wector x(l,nohs). 1.4 4.7 5.1 8.3 9 14.5 14 13.4 15.2 18
PARAMETER SECTIOH. walue of a

init number a N 1.90909

init mumber b

ohjective function value f. Resulting .rep file
PROCEDURE SECTIOH.

£=0;.

for (int i=l;i<=nobs:;i++) .
{.

EASROULR IR AR S b i Use the REPORT SECTION to

) output values to the rep file.
BEPORT_SECTIOH. < You mmst use C++ syntax In this
report<="x data"<<endl;. example, the program cutputs an
report<<c<<endl ;. identifying line of text (e.g., “x data”)
rr " . followed by a camiage returm ("end]").
t<<"y data”<<endl;. v i
o i and then the value of the variable (x).
report-iydendl ;.
report<<"value of a"<<endl;:.
report-a<dendl ;.

Figure 6.4: Using the template’s REPORT_SECTION to output values to
the .rep file.

6.5 Outputting results for R

A number of useful tools have been created to help users work with ADMB
and R (http://www.r-project.org/). Many of these tools have been posted
to the Community section of the admb-project.org site:
http://admb-project.org/community /related-software /r

Packages include scapeMCMC, an R package for plotting multipanel
MCMC diagnostic plots; scape, an R package for plotting fisheries stock
assessment data and model fit; ADMB2R, which is used to read ADMB
output directly into R; and PBSadmb, which is used to organize and run
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ADMB models from R.

A useful R-function that can read the contents of an ADMB report file
and store the contents in the form of a list object, is also included. For an
example using the R-function, please see Section 7.2.2.
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Chapter 7

Examples

7.1 Example 1: Least-squares regression

The regression line displayed below is the ‘best fit’ line through a series of
graphed data points. The line shows the relationship between the X and Y
data, and can be used to predict the value of the dependent variable (Y)
based on the value of the independent variable (X).

Simple linear regression

15

obsY
10

ohsX
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The relationship between X and Y is linear and can be represented as:

where a and b are constants (i.e., parameters) representing, respectively,
the slope and Y-intercept of the regression line. To estimate the parameters,
we can minimize the sum-of-squared differences between the observed and
predicted Y values. In other words, the slope and intercept of the regression
line is determined by minimizing the following:

n

> (Vi — (am; + b)) (7.2)

1=1

Throughout this documentation, we refer to the function that will be mini-
mized as the “objective function.”

In this section, we will look at how to create a template to perform a
simple linear regression: how to read in the XY data points, how to initialize
the required parameters (a and b), how to calculate the predicted Y values,
and how to specify the objective function for performing the regression. The
first example uses a for-loop to perform the analysis; the second uses the
more efficient matrix algebra supported by AD Model Builder.

7.1.1 Using sum of squares

In this example, we will determine the relationship between the distance
from the tide line (X) and the weight of algae collected from a six-inch
square plot (Y). The data set consists of ten observations, each collected
from a different point along the beach. The ADMB data file looks like this:

# number of observations

10

# observed Y values

1.4 4.7 5.1 8.3 9.0 14.5 14.0 13.4 19.2 18
# observed x values

101234567328
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The template (linear.tpl) for performing the analysis (we’ll go through it
step-by-step in a moment) looks like this:

fithis program estimates the =lope and the
Jiintercept of a linear wodel [(vy=h+ax)
fidata are found in the Linear.dat file,
fdand consist of 10 ochserved x and ¥ values

DATAL SECTICH

init int nobs

init wector ¥(l,nobs)

init wector x(1,nobs)
PARLMNETER SECTICH

init _numwber a

init nuwber b

ocbjective function wvalue £
PROCEDURE SECTION

£=0:

for (int i=1;i<=nobs;i++)

i

f+=pow(vii)-(b+a*xii]] 2):
H

The first thing the template must do is read in the data; this is done in
the DATA_SECTION. Note that the order of declared variables must corre-
spond to the order of data in the data file:

DATA SECTION
init int nohs
init wector yi(l,nobs)
init wector x(1,nohs]

The above template code creates an integer nobs, which is initialized to
the number of observations specified in the data file (10). The vectors y and
x are also created, and receive the y and x values, respectively. Note that
once declared, a variable can be used by subsequent lines of template code.
For example, nobs is used when specifying the length of the x and y vectors.

Parameters are declared in the PARAMETER_SECTION:

PARLMETEE SECTICN
init nwrber a
init number h
chijective function wvalue £
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Here, a and b are declared as numbers. If no initial value for the pa-
rameters is supplied—as is the case in this example—ADMB will automat-
ically assign the parameters a default value. Every template must have an
objective _function value, as well. In this case, the objective function
has been defined as £. The ADMB code for minimizing the sum of squares
is specified in the PROCEDURE_SECTION:

PROCEDURE SECTICH
f=0;
for (int i=1;i<=nohs;i++)
i
f+=powiyv (i) —-(b+a*x (i) ,21;

The procedure code uses a for-loop to “cycle through” all ten observed
values. Notice that the objective function is specified using the pow() func-
tion, which is used to raise the first argument (y(i)-(b+a*x(i)) to the
power of the second argument (2). The ‘f+=" syntax specifies addition
—each time the loop iterates, the new squared difference is added to the
cumulative sum. The code in the procedure section is iterated until AD
Model Builder determines the values of b and a that minimize the function.
Note that at the beginning of each iteration of the minimization routing,
the value of f is reset to 0.

Click to see the data file and template file used in this example.

7.1.2 Using matrix algebra with sum of squares

Matrix algebra, which is more efficient than the for-loop used in the previous
example, can be used in the regression. You need only make a few small
changes to the code:

In addition to the a and b parameters and the objective function, the
PARAMETER_SECTION must also define a vector to contain predicted Y

values:
PARAHETER_SECTION

init number a
init nurkber b

vector pred vil,nobs)
ohjective Tunction value £
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And the PROCEDURE_SECTION must be updated to use Matrix op-

erations:
PROCEDURE_SECTIDN

pred y=atbh™x;
f=zum|square (pred y-v)):

When the code is executed, AD Model Builder will calculate the predicted
Y values and store them in the pred_y vector; then the minimization is
performed using matrix algebra. Note that the square() function is used
to square its argument (pred_y-y) and that the sum() function is used to
calculate the sum of the squares.

The full template (linearmatrix.tpl) looks like this:
DATL ZECTION

init _int nobs

init wvector y(l,nohs)

init wvector x(1,noha)
PARLMETER SECTICH

init nwrber a

init nurber h

vector pred yil,nobs)

ohjective function value £
PROCEDURE SECTICH

pred y=ath*x;

f=sum(=square (pred v-v)i:

Click to see the data file and template used in this example.

7.1.3 Standard Deviation Report (.std)

Process error, measurement error, and model specification error are three
important sources of uncertainty in models. Process uncertainty arises be-
cause biological processes vary; we may assume that birth rate is constant,
but it likely varies slightly from year to year in a way we can’t predict with
certainty. Observational uncertainty arises when we collect data: we may
count fifty rabbits, but we can’t be certain that we’ve accounted for the
entire population. Additionally, model specification error can arise because
of imprecision in estimated model parameters, which affects our ability to
make predictions using the model.
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Prediction uncertainty can be explored by declaring any predicted quan-
tities of interest as sdreport_ variables in the PARAMETER section. Their
estimated standard deviations and correlations will then be computed and
reported in the .std and .cor output files.

The standard error is automatically calculated and reported for all pa-
rameters declared with init_ (e.g., a and b). To generate a standard error
report for a derived variable (in our example, the derived variable would
be the estimated weight of algae, pred_y), declare the quantity of interest
(pred_y) as a sdreport_vector in the parameter section:

PARAMETER SECTICN
init_num]::ler a

init —r
sdreport wvector pred yil,nobsa)
objectITE_ I =

The standard deviation information will be reported in the *.std and
*.cor files. The first few lines of the simplematrix.std error report generated
by the above example are:

index name value std dev
1 a 4.0782e+000 3.5248e-001
2 b 1.9091e+000 7.7850e-002
3 pred_y 2.1691e+000 4.1560e-001
4 pred.y 4.0782e+000 3.5248e-001
5 pred_y 5.9873e+000 2.9644e-001

The first few lines of the .cor report are:

The logarithm of the determinant of the hessian = 8.10168
index name value std dev 1 2 3 4
1 a 4.0782e+000 3.5248e-001  1.0000
2 b 1.9091e+000 7.7850e-002 -0.7730 1.0000
3 pred_y 2.1691e+000 4.1560e-001  0.9929 -0.8429 1.0000
4 pred_y 4.0782e+000 3.5248e-001  1.0000 -0.7730 0.9929 1.0000
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Additionally, uncertainty for any parameter estimates or predicted quan-
tities can be further explored using profile likelihood and MCMC (see Section

7.3.3 for more details).

7.2 Example 2: Nonlinear regression with MLE:
Fitting a Von Bertalanffy growth curve to data

The von Bertalanffy growth function predicts the size of a fish as a function
of its age. Many fish species have growth-patterns that conform to this
model, though the individual curves will be flatter or steeper depending on
the values of the estimated parameters for each species’ data set.

The von Bertalanffy growth curve fit to age/length data

length (Ly)

age (t)

The form of the growth curve is assumed to be:

L; = Loo[1 — e K(t=t0)] (7.3)

where Lo is the mean length of the oldest fish (i.e., the maximum length
for the species) and K dictates the shape of the curve—how quickly a fish’s
length approaches the maximum value. For example, a species with a life-
span of one year might have a high K-value (the length approaches the maxi-
mum length very rapidly), while a species that lives twenty years might have
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a much lower K-value (and a flatter curve). The ¢ty parameter adjusts the
curve to account for the initial size at birth (which is usually not zero at age
zZ€ero).

In this section, we will look at how to estimate the L, K, and tg pa-
rameters as well as the standard deviation using non-linear regression. In
this case, we will use maximum likelihood estimation instead of the Least
Squares Estimate (LSE) used in the previous example to calculate the most
likely parameter values. To use this method, we must minimize the negative
log-likelihood of the density function for the normal distribution. Note that
we will also use parameter bounds and phases to ensure that the regression
generates the best possible fit to the data.

A detailed discussion of maximum likelihood estimation is beyond the
scope of this document. However, we will provide a brief introduction to
the technique, which is a standard approach to parameter estimation and
has several benefits over LSE: it allows us to determine confidence bounds
on parameters, and it is a prerequisite to many other statistical methods,
including Bayesian methods and modeling random effects.

After we have collected data and come up with a hypothesis about it
(i.e., the von Bertalanffy model described above), we need to evaluate the
model to determine its “goodness of fit.” When we use a LSE method (as we
did in the first example), we attempt to best describe the data by minimizing
the difference between the observed and predicted values. When we use a
likelihood method, we instead ask the question: given my data, how likely
are the various hypotheses about the population from which it came? In
other words, maximum likelihood methods identify the parameter values
that are most likely to have produced the data rather than the ones that
most accurately describe the data sample in terms of how well it fits a model.

Likelihood may remind you of a related and perhaps more familiar con-
cept, probability. With probabilities, we know the population (e.g., a bowl
containing 20 red balls and 10 blue balls), and can calculate the probability
of any given sample (e.g., 2 red balls and 1 blue ball, or 1 red ball and 2
blue balls) based on that knowledge. With likelihood, we have a sample
(our data), and must come to the most likely conclusion about the popula-
tion from which the sample has been drawn (e.g., what is the mostly likely
conclusion we can make about the general population based on our sample
of 2 red balls and 1 blue ball?).

The likelihood of the data, given a hypothesis, is assumed to be propor-
tional to the probability. In fact, when we evaluate a likelihood, we use a
probability density distribution to identify the parameter vector that best
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fits the model to the data. The desired probability distribution makes the
observed data “most likely.”

D45 al an

Two normal probability density distributions, one with a
mean of 30, the other, a mean of 50. It is more likely that
the data (the red dot) come from the distmbution with a
mean of 30 than one with a mean of 30, and even more
likely that the sample comes from a distnbution with an
even higher mean.

Which density distribution should be used (e.g., normal, binomial, etc.)
for an analysis depends on the nature of uncertainty in the model. For
example, if the data are categorical, the uncertainty may be described by a
multinomial distribution. Data that deviate from their average in a way that
follows a normal distribution can be described by the normal distribution.

Because likelihoods are often very small numbers, we use the logarithm of
the likelihood (the “log-likelihood”) when comparing hypotheses. Tradition-
ally, we choose to minimize the negative log-likelihood (rather than maximize
the log-likelihood), though either approach would provide the same result.

Likelihood for the normal distribution:

(O —P)?

1

] (7.4)
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Negative log-likelihood:

— P)?
—InZ(O|data) = 0.5In(211) + In(o) + (02—2> (7.5)
o
Negative log-likelihood without constants, ¢ known:
(O - P)?

For a more thorough introduction to maximum likelihood methods, we
recommend The Fcological Detective by Ray Hilborn and Marc Mangel.

7.2.1 Using phases and bounds

The data used in this example consist of twenty observations of age and
length data. Observed ages range from 2 to 35 years. To see the data file
formatted for AD Model builder (vonb.dat), click here.

Initial parameter values are supplied in a .pin file named vonb.pin:

# ty (the size at birth is close to zero)
0
# Linf (L, the maximum size is close to the maximum observed size)
21
# K (the shape of the curve)
0.1
# Standard Deviation
1

Note that if no initial parameter values are specified, AD Model Builder

will supply default initial values. The complete template (vonb.tpl)for per-
forming the regression is:
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DATA SECTICH
init int nobs
init matrix dat(l,nobs,1,2)
wvector Li{l,nobs)
vector all,nohs)
'a=coluwnn (dat, 1)
"1L=column (dat, 2] ;

PARAMETER SECTICH
init number t0
init number Ling
init number k
init bounded nuwber sdi0.01,10,2)
vector Lpred(l,nobs)
ohjective function valus £

PROCEDURE SECTION
Lpred=Linf* (1-mfexp i -k*(a-t0) 1]
f=nohs*logisd)+sum(0.5%square ( {log (L) -log(Lpred) )/ s=d)):

The data are read in and extracted with the code in the DATA_SECTION:

DATL SECTION
init_int nokbs Jfreads nuwber of chservations frow data file
init matrix datil,nobs,1,2) Jireads age length data from data file
wector L(1l,nobs) //fcreates a wvector L with 20 elements.
wvector all,nobs) fforeates a wector a with 20 elements.
Vig=golumn (dat, 1) ; //extracts the first column (age) from dat matrix
i=golumn(dat,2); //extracts the second coluwmn (length) from dat matrix

The three model parameters: t0, Linf, k, as well as the standard de-
viation, sd, are defined at the top of the PARAMETER_SECTION. Default
values are read and assigned from the .pin file. Note that the sd parameter
is defined as a bounded number, which means that its values will be con-
strained to fall between a lower and an upper bound, in this case, between
.01 and 10.

Placing bounds on variables ensures that their MLEs fall within a rea-
sonable range. Note that AD Model Builder does not “know” the limits of a
reasonable range unless you specify them. For example, the software might
identify that a parameter value that minimizes the negative log-likelihood
function is “-10”, which is mathematically valid, but not sensible in a situ-
ation where the value represents the length of a fish.
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PARAMETEER SECTICHN
init number td
init number Ling
init _nuwber k
init bounded nuwiber sd(0.01,10,2)
wvector Lpredil,nobhs)
objective function wvalue £

The third parenthetical value after the sd variable (the 2), represents the
phase in which the parameter will be estimated. AD Model Builder supports
“phased optimization,” in which additional parameters can be added and
optimized in a series of steps. In each phase, the parameters estimated in
the previous phase and the parameters activated in the current phase are all
estimated. The values from the previous phase are used as “initial values.”
You will likely wish to estimate influential parameters in the early phases
to avoid unrealistic parameter space. Relatively well known parameters can
be fixed until later phases. In this example, the standard deviation is not
estimated until the other model parameters have been “almost” estimated.
In other words, the analysis is performed in two phases: first the t0, Linf,
and k parameters are estimated (holding sd constant at its initial value),
and then the estimated values are adjusted as the standard deviation is
estimated in a second phase.

In general, the last number in the declaration of an initial parameter, if
present, determines the number of the phase in which that parameter be-
comes active. If no number is given, the parameter becomes active in phase
1. If you wished the sd parameter to be active in phase one, for example,
you could define it as: init_bounded number sd(0.01,10). Alternatively,
if you wished to activate the t0 parameter in the second phase instead of
the first, you could define it as init number t0(2).

In addition to the parameters, an Lpred vector that will be used in the
PROCEDURE_SECTION, as well as the (required) objective function, £,
are defined in the PARAMETER_SECTION.

The PROCEDURE_SECTION contains two lines. The first uses the
model and each set of parameter values generated and tested by AD Model
Builder to generate predicted length values. The mfexp() function raises
the number e to the power specified as the argument (-k*(a-t0)). Once
the predicted values have been generated, they are plugged into the negative
log-likelihood function in the second line, which is evaluated for each vector
of parameter values. AD Model Builder minimizes this objective function
and then returns the results in the output files.
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PROCEDURE 3IECTICH
Lpred=Linf* (1-wfexp (-k*(a-t0)) )
f=nobhs*log(sd] +sumid.5%square | (log (L) - log(Lpred) )/ =ad) ) :

The resulting .par file contains the following estimates:

# Number of parameters = 4 Objective function value = -14.8033 Maximum
gradient component = 3.31725e-007

# t0:

0.929195941003

# Linf:

22.1727271642

# k:

0.113188254800

# sd:

0.289336477562

7.2.2 Plotting the results using R

A simple way to plot ADMB results using R is to use the R-function writ-
ten by Steve Martell (inspired by some earlier code developed by George
Watters). The function reads the contents of a report file (or any output
file) and stores the contents as an R list-object. The function is capable of
reading single variables, vectors, and 2-D arrays (including ragged arrays).

Note that the output files must conform to the following formatting
(variable name, then new line, then values):

agedata

222233344691011 11151921 2430 35
lengthdata
1344345691014 1316 17 18 19 20 21 20 21
t0

0.929196

k

0.113188

sd

0.289336

Linf
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22.1727

Formatting and outputting a customized report is accomplished with a few
lines in the template’s REPORT_SECTION:

REPORT SECTICN
report<<"agedata”<<endl<<a<<endl:
report<<"lengthdata<<endl<<L<<endl;
report<<"t0"<<endl<<t0<<endl;
report<<"k"<<endl<<k<<endl:
report<<"szd"<<endl<<sd<<endl;
report<<"Linf"<<endl<<Linf<<endl:

The above template code generates the output file in the required format
and saves it as template-name.rep (e.g., vonbR.rep). The complete template,
modified to format output for use with the R-function, is here.

To use the R-function to “import the data” into R:

1. Copy and paste the following R-code into a text file and save it as
“reptoRlist.R”.

reptoRlist <- function(fn) {
ifile <- scan(fn, what="character", flush=TRUE,
blank.lines.skip=FALSE, quiet=TRUE)
idx <- sapply(as.double(ifile), is.na)
vnam <- ifile[idx] #list names
nv <- length(vnam) #number of objects
A <- 1ist Q)
ir <- 0
for (i in 1:nv) {
ir <- match(vnam[i], ifile)
if (i!=nv) {
irr <- match(vnam[i+1], ifile)

} else {

irr <- length(ifile)+1 #next row
}
dum <- NA
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if (irr-ir==2) {
dum <- as.double(scan(fn, skip=ir, nlines=1,
quiet=TRUE, what=""))
}
if (irr-ir>2) {
dum <- as.matrix(read.table(fn, skip=ir,
nrow=irr-ir-1, fill=TRUE))
}
# Logical test to ensure dealing with numbers
if (is.numeric(dum)) {
A[[vnam[i]]] <- dum
}
}
return(A)

¥

2. Load the function into the R environment. To do so, open the R-
environment and type:

source(file.choose())

Then, using the drop-down menu that appears, navigate to the loca-
tion where the reptoRlist.R function is saved and select it.

3. Use the reptoRlist function to read the data into R by typing the
following line into the R-environment:

A=reptoRlist (" filename")

Where filename is the name of your data file. For example, on a
Windows system, the path might look something like:

A=reptoRlist ("C:/ADMB/vonb/vonbR.rep")

4. Once the file has been read into R, the data will be available in the ‘A’
list object. At the R command-prompt, type ‘A’ to view the data:
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PR R Console g@

> b
jagedata
[1] 2 02 2 2 3 3 3 4 4 & 9 10 11 11 15 19 21 24 30 35

$lengthdata
[1] i 3 4 4 3 4 & 6 9 10 14 13 16 17 15 19 20 21 20 21

A
[1] 0.929196

ik
[1] 0.113188

§=d
[1] 0.285336

$Linf
[1] 22.1727

> 1

5. To access a value, use the syntax
A$variablename

where wvariablename is the name of the desired value. To access the
vector of ages, use:

A$agedata

To plot the data and regression line, you could use the following R
code:

plot (A$agedata,
A$lengthdata,
xlab=‘Age (t)’,
ylab=‘Length (Lt)’)

curve (

A$Linf* (1-exp (-A$k* (x-A$t0))),
from=A$agedatall],
to=A$agedata[20],
xlab=‘Age (t)’,
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ylab=‘Length (Lt)’,
col=‘mediumblue’,
add=TRUE)

R o BE)

File History Resize Windows

|

R R Console

ik

[1] 0O.113188 H R Graphics: Device 2 (ACTIVE) EEE

§ad
[1] 0.289335

§Linf
[1] zz.1vav

plot (hiagedata,
i§lengthdata,
xlab='Age [t)',
vlab='Length (Lt) ')

Length (Lt}

curve |

ASLinE* (1-exp (-A5k7 (x-A5t0) ],
from=Liagedata[1],
to=Aifagedatal[20],
xlab='Age (t]', e —
vlab='Length (Lt)',
col='mediunblus'
add=TRUE)

1 - T T
_ i

7.3 Example 3: A simple fisheries model: estimat-
ing parameters and uncertainty

Vb b b b R Y b R Y VY Y

The simplified fisheries model examined in this section uses maximum like-
lihood methods to estimate parameter values used to estimate a fish pop-
ulation. The MLE is a prerequisite for the other methods covered in this
section: a profile likelihood and a Bayesian analysis that incorporates pre-
vious results into the analysis using an MCMC algorithm. In addition to
talking a bit about these techniques and how they are accomplished using
AD Model Builder, we will also look at several types of related results files
that are output by the program.
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A bit about the model

Fishery managers have the tough task of estimating the abundance of
creatures that travel underwater, where they can’t be easily counted. As a
result, a number of useful alternative measurements for understanding and
managing populations have been developed. One such index is the Catch
Per Unit Effort (CPUE), which is assumed to be proportional to abundance.
In this model, the number of fish (Nt) in each study year is estimated using
known survival rates (8), catch data (Ct), and (an estimated) recruitment
rate (R). The estimated population is multiplied by a proportionality con-
stant (q) so that it can be compared to the known CPUE data. Maximum
likelihood methods are then used to estimate the values of the model’s two
unknown parameters: the recruitment rate (R) and the proportionality con-
stant (q). Ultimately, using the estimated R parameter with equations 7.7
and 7.8 in the model, we can look at the changes in fish abundance over the
study period.

Estimated Fish Population Over
Study Period

Estimated number of fish
200 400 600 200

0
|

| | | | |
0 2 10 1% 20 25

Year

The number of fish at time zero is described as
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R
(1-15)

where R is recruitment and S is survival. The survival rate is known; the
recruitment will be estimated in the regression.

Ny = (7.7)

The number of fish in each subsequent year is then assumed to be

Ny = NS+ R—C, (7.8)

where C} is the catch rate. The catch rate for each time period is available
in the data set.

The value of N is then adjusted to be equivalent to the CPUE index

I; = qNiexplet)] (7.9)

where I is the CPUE index, q is a constant of proportionality estimated by
the regression, and ¢; is a measure of error.

The error is assumed to be normally distributed with a mean of 0 and a
standard deviation o, which is known

gr ~ N(0,0%) (7.10)

The form of the negative log-likelihood that we will minimize (without con-
stants, o known) is:

(In[1,] — In[gN4))®
202

—InY =

(7.11)

7.3.1 Maximum likelihood estimate (fish.tpl)

In this example, the data includes CPUE and catch data for each of the
26 study years, as well as the survival rate, which is assumed to be con-
stant. Click here to see the data file. The parameters to be estimated are
R (the recruitment rate) and q (the proportionality constant). Initial pa-
rameter values for both R and q are provided in the .pin file: 300 and .001,
respectively.
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The AD Model Builder template (fish.tpl) that will calculate the es-
timated fish populations for each study year uses maximum likelihood to
estimate the q and R parameters is:

DATAR JECTION

init nuwkber 3

init nuwkber sigms

init int Nyears

init wvector C[1l,Nyears)

init int Nobs

init matrix CPUE(1,HNckhs,1,2)
PARLMETER SECTICH

init_nuwber R

init nuwber o

wvectar Nil,Nyears+1)

objective function walue £
PROCEDURE SECTICH

£=0;

H{1l)=R/{1-3];

for (int year=1:year<=Nyears:year++)

{

Nivear+1)=3*N(year)+BE-C[year) :

H

for(int chs=1;chs<=Noks;ochs++)

{

f+= 0.5*%zquare | (log (CPUE (aka,2) ) -1log(N(CPUE (okhs, 1)) %) 1/ sicma)

H
REPORT SECTICN

report<<N<<endl;

The data is read in via the DATA_SECTION. No transformation is required.

DATL SECTICN
init nurber 3 //the surviwval rate (0.7)
init nurkber sigma //the standard error (0.4)
init int Nyears //the number of years in the study (26)
init wector C(1,Nyears) ffthe catch data for each year
init int MNobs //he number of CPUE chservations (26)
init matrix CPUE(1,Nobs,1,2) //the study wyear and CFUE data

The two estimated parameters (R and q), as well as a vector, N, that
will contain the estimated abundance values, are defined in the PARAME-
TER_SECTION. The objective function, £, is also defined.
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PARLMETEE 3ZECTICH
init nuwber R
init nuwber g
vector Nil,Nvears+1)
ochijective function wvalue f

The PROCEDURE_SECTION contains all the C code needed to calcu-
late the estimated abundance values and to perform the maximum likelihood
analysis:

PROCEDURE JECTICH
[1] £=0:
[2] MIil]=R/[1-3):
[3] for (int year=1:vear<=Nvyears:vyvear++|

[4] ¢

[5] Wiyvear+1l) =3+%N |(year | +FE-C (year) ;

6] !

[7] for (int obs=1;chzs<=Nobs:o0bhs++]

8] ¢

[9] f+= 0O.5%zgquare [ (log(CPUE (oh=,2) ) -1log (N (CPUE (oha,11) *gq) 1/ =igwa):
[10] E

Line [1] sets the objective function (£) to zero so that each iteration of the
minimization routine will start with a “clean slate.” The code in line [2]
uses Equation 7.7 to estimate the abundance for the initial year. Lines 3-6
use a for-loop to calculate the abundance for the subsequent years (using
Equation 7.8). Lines 7-10 also use a for-loop, this time to loop through each
year and minimize the negative log-likelihood function. Because we know o,
we can minimize the negative log-likelihood function of the form 7.11. Note
that CPUE(obs, 1) is equal to the first column of data in the CPUE matrix,
which simply contains the year indices that run from 1 to 26.

Compiling the template and executing the program produces the follow-
ing results (fish.par):

# R:
272.858848131

# q:
0.000821746937564

The estimated fish population for each year (N) is output in the REPORT_SECTION
and will appear in the fish.rep file.
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7.3.2 Likelihood Profile and Bayesean posterior analysis

Bayesean analyses are useful for a number of reasons: they can be used to in-

clude information from previous studies, estimate uncertainty, and calculate

the probabilities of alternative hypotheses. When we perform a Bayesian

analysis, we generate a “posterior distribution” that describes the probabil-

ity assigned to each possible hypothesis in light of the collected data.
Bayesean analysis is based on Bayes’ theorem:

Pr{A,B}  Pr{A|B}Pr{B}
Pr{A} Pr{A}

Pr{B|A} = (7.12)

From Bayes’ theorem, we can draw the conclusion that the probabilities
in the posterior distribution (e.g., the probability of each hypothesis given
the data) are proportional to the product of each likelihood and prior prob-
ability. (For a more thorough look at Bayes’ theorem and how it is used,
please see The Ecological Detective by Hilbon and Mangel.)

Z{H,data} Pr{H,}
Pr{data}

Pr{H;|data} = (7.13)

Note that when using Bayesean analysis, we must provide “priors”—the
prior probability of each parameter, which doesn’t take into account the
new observations. The prior probability can be specified with a probability
density distribution (e.g., a normal distribution with a mean that represents
the most probable value of the parameter, and a standard deviation that
represents our prior uncertainty in this parameter). Often, we have no prior
information about a parameter, and in that case, we attempt to use an
“uninformative prior” that will not affect the estimation of the quantities of
interest. Two standard ‘uninformative‘ priors are uniform and uniform on
the log scale.

In this example, we will again estimate q and R, only this time we will
provide priors for each parameter. The prior R is assumed to be normally dis-
tributed with a mean and standard deviation supplied (Rmean and Rsigma),
and the prior q is uniformly distributed. Note that alternative values for
a log-uniform scale are included in the comments in the data file. To see
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how assumptions about a parameter distribution affect the analysis, we rec-
ommend that you try running the example using both the uniform and
log-uniform priors for q.

Click here to view the data file and the .pin file.

Although we are estimating both q and R, we are ultimately most inter-
ested in R because we are using it to generate our fish population estimates.
In order to look more closely at R and determine how likely each estimated
value is, the template also generates a likelihood profile for the parame-
ter. The likelihood profile allows us to examine how the model’s likelihood
changes as parameter values are changed, and to generate confidence in-
tervals on estimated parameters. Once AD Model Builder has generated
the likelihood profile, it can also generate a Bayesian posterior distribution
using a Markov Chain Monte Carlo (MCMC) algorithm. The MCMC anal-
ysis is easily initiated and customized by the user with a few command-line
options.

Click here to see the complete template (bayes.tpl ) used in the analysis.
Notice that the DATA_SECTION now contains the new prior data for R and
q:

DATA SECTICN
init_number Fmean //The mean of the F-prior distribution (300)
init numiber Rsigma //the standard deviation of the R-prior distribution (100)
init_int gtype Jithe distribution describing g-prior (0,uniform)
init number glb  //The lower-bound of possible o walues (0.000001)
init_ nuwiber gub /7 The upper-bound of possible o waluess (1)
init_number 5 //the survival rate (0.7)
init number sigmwa //the standard error (.4)
init int Nyears f/the number of study years (26)
init_wector C(l,Nyears) //the catch data for each study year
init_int Nobs Jithe nunber of CPUE indexes (Z6)
init matrix CPUE(1,Nobs,1,Z) //the CPUE data for each of the 26 years

The R and q parameters are initialized in the PARAMETER_SECTION.
Note that they are both specified as bounded numbers with lower and upper
bounds to constrain the range of possible values to a realistic interval. qtemp
is used in the PROCEDURE_SECTION to convert the q distribution from
uniform to log-uniform if the log-uniform scale is specified.

Note that AD Model Builder will automatically generate a likelihood
profile for any parameter defined as “likeprof_number” in the PARAME-
TER_SECTION when the -1prof command-line option is used during run-
time (e.g., bayesfish -1lprof). The likelihood profile variable must be
defined in the PARAMETER _SECTION and set equal to the parameter of
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interest in the PROCEDURE_SECTION (we’ll look at that in a moment).
As in the previous example, the vector N is defined and used to store pop-

ulation estimates generated from the model. The objective function, f, is
also defined.

PARAMETER S3ECTICN
init bounded nuwber Ri1,1000)
init bounded nundber giglb, gqub)
numbher Jgtemp
likeprof number Rtemp
vector M1, Nyears+1)
objective function values £

The PROCEDURE_SECTION is much like the one used in the previous
example with a couple additions: on line [2], Rtemp=R; is used to assign the
likeprof_number defined in the PARAMETER_SECTION to the parameter
of interest (R) so that AD Model Builder knows the parameter for which to
generate the likelihood profile. Lines [8] and [9] are used to transform the
value of q from uniform to log-uniform, depending on the value of qtype. In
our data set, the value of gqtype is specified as 0, so no transformation will
be performed. Finally, line [14] is used to calculate the maximum likelihood
estimate of R and its posterior distribution based on current estimates and
prior values.

PROCEDURE JECTICN

[1] £=0;

[21 Rtemp=FE;

2] MNi1l)=R/(1-3):

[4] for (int wyear=1;year<=Nyears: year++)

[51 ¢

[61 MNiyear+1)=3*N|(year|+RE-C(year)
(71 !}

[8] if (larype==0) otemp=;

o] else grewmp=exp(q) ;

[10] for (int ohs=1;obhs<=Nohs:obs++)

11] ¢
EIE% f+= 0.5%=zquare | (log (CPUE (oba,2) ) -log(N(CFPUE (oba, 1)) *gtewp) ) / =igwa) !
121 !

[14] f+=0.5%zquare [ (E—Rwean) / (Rsigma)):

Compile the template with the command: makeadm bayesfish, where
bayesfish is the name of the template without its .tpl extension. To run
the program and generate a likelihood profile report, use the ~1prof option
at the command line:
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C:\ADMB\MinGW\>bayesfish -lprof

When the -1prof option is used, AD Model Builder will generate a .plt file
that contains the likelihood profile results for any parameter designated as
a likeprof_number in the template. The report is named after the estimated
parameter. In this case, the file will be named “Rtemp.plt”. Note that in
this example, the likelihood report for Rtemp will include the effects of the
prior information. To see a likelihood report that does not include prior
information, you could define Rtemp as a likelihood profile variable in the
previous example (fish.tpl). An example of a likelihood profile report is
included in Section 7.3.3.

If you would like to adjust the number or size of steps used in the like-
lihood profile calculation, add the following lines to the template after the
PARAMETER_SECTION:

PRELIMINARY_CALCS_SECTION
Rtemp.set_stepnumber (10); //default value is 8
Rtemp.set_stepsize(0.1); // default value is 0.5.
//Note: the stepsize is in standard deviation units.

In addition to the likelihood profile, AD Model Builder will also gen-
erate the standard output files (.par, .cor, .std). The parameter estimates
contained in the bayesfish.par file are:

# R:
276.553534814

# q:
0.000805865729783

To create a posterior probability distribution using AD Model Builder’s
MCMC algorithm, simply run the program with the -mcmc command-line
option:

bayesfish -mcmc 10000 -mcsave 100

The -mcme option initiates the MCMC algorithm (AD Model Builder uses
the Metropolis-Hastings algorithm). The number following the -mcmc op-
tion (10000, in this case) specifies the number of samples (i.e., sets of pa-
rameter values) to take when the model is run. The second option, -mcsave
100, tells AD Model Builder how often to save the samples. In this case,
ADMB will save the result of every 100th simulation, essentially “thinning”
the chain and reducing auto-correlation. To save every value, use -mcsave
1
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After the MCMC algorithm has run, the saved results can be used by
running the model again with the -mceval option:

bayesfish -mceval

The -mceval option will evaluate a user-supplied function specified in the
template once for every saved simulation value. The function mceval_phase ()
can be used in the template as a “switch” that is activated when AD Model
Builder is performing an -mceval operation:

if (mceval_phase())
{
ofstream out("posterior.dat",ios::app);
out<<R<<" "<<q<<" "<< N<<endl;
out.close();

}

The above code instructs AD Model Builder to create an output file
named “posterior.dat” and to write the values of R, q, and N to the file
when a user evaluates the results generated by the MCMC analysis.

Note: the results generated by the MCMC algorithm are saved in a
binary file root.psv (e.g., bayesfish.psv). For information about converting
this file into ASCII, please see the User Manual. The .psv report can also
be read into R with the following lines of R-code:

filen <- file("your.psv", "rb")

nopar <- readBin(filen, what=integer(), n=1)

mcme <- readBin(filen, what=numeric(), n=nopar * 10000)
mcme <- matrix(mcmc, byrow=TRUE, ncol=nopar)
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7.3.3 Report: Profile likelihood report (.plt)

R R Console E]@
> filen <-file("C:/ADMBWork/manual/Example3 Fish/bayes.psw", "rb") )
> nopar <-readBin(filen, what=integer (), ,n=1]
> mems <-—readBin(filen, what=nwneric () ,n=nopar * 10000}
> omerms <-matrix (mewe, byrow=TREUE, ncol=nopar)
oo
[,1] [,2]

[1,] 27&.5535 0.0008053657

[2,] Z60.6405 0.0009231368

[3,] 227.0855 0.0011224753

[4,] 281.9727 0.0008043407

[5,] 315.083%5 0.0005499933

[6,] 245.9336 0.00096419A1

[7,] 303.7369 0.0007647302

[8,] 270.2589 0.0008363575

[9,] 306.1241 0.0007720z00

[10,] 309.3638 0.00072939:26

[11,] 2£65.0659 0.0008602725

[12,] 273.9041 0.0007430795

[13,] 339.9104 0.0005358713

[14,] 2Z88.7475 0.0007247757

[15,] 252.3541 0.0009356574

[16,] 245.5393 0.0010527074

[17,] 278.0209 0.0007512575

[158,] 274.4290 0.0007&635835

[12,] 303.1165 0.00061889594 =

The profile likelihood report contains the value and corresponding proba-
bility for the profiled variable (in this example, Rtemp). The report also
contains lower and upper bounds that correspond to 90%, 95% and 97.5%
confidence limits, as well as either lower or upper bounds for one-sided con-
fidence limits. At the bottom of the report is the normal approximation of
the probabilities and confidence levels obtained from the parameter values
and their covariances. The following report is (an abridged version of) the

report generated by the bayesfish example in this chapter.

Rtemp:

Profile likelihood

250.752
253.468
256.184
258.9

261.616

0.00678057
0.00717952
0.00757846
0.00797741
0.00837635

T




264.332 0.00877529
267.048 0.00917424
268.406 0.00922056
269.764 0.00926688
271.122 0.0093132
272.48 0.00935952
273.838 0.00940584
275.196 0.00945216
276.554 0.00949848

Minimum width confidence limits:
significance level lower bound upper bound

0.9 223.593 379.097
0.95 219.52 409.438
0.975 205.094 430.002

One sided confidence limits for the profile likelihood:

The probability is 0.9 that Rtemp is greater than 247.276
The probability is 0.95 that Rtemp is greater than 236.936
The probability is  0.975 that Rtemp is greater than 228.573

The probability is 0.9 that Rtemp is less than 369.234
The probability is 0.95 that Rtemp is less than 396.955
The probability is  0.975 that Rtemp is less than 419.396

Normal approximation

261.616

0.00925701
264.332 0.00956935
267.048 0.00988169
268.406 0.00992652
269.764 0.00997134
271.122 0.0100162
272.48 0.010061
273.838 0.0101058
275.196 0.0101506
276.554 0.0101955
277.911 0.0101506
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279.269 0.0101058

280.627 0.010061
281.985 0.0100162
283.343 0.00997134

Minimum width confidence limits:

significance level lower bound upper bound

0.9
0.

95

0.975

One sided confidence limits for

The probability
The probability
The probability

The probability
The probability
The probability

is
is
is
is
is
is

0.9
0.95
0.975

0.9
0.95
0.975

that
that
that

that
that
that

7.3.4 Report: Markov Chain

(-hst)

204.167 344.451
192.361 356.733
181.645 366.178

the Normal approximation:

Rtemp
Rtemp
Rtemp

Rtemp
Rtemp
Rtemp

is
is
is
is
is
is

greater than 226.407
greater than 212.012
greater than 200.051

less than 332.121
less than 347.48
less than 357.086

Monte Carlo (MCMC) report

The .hst report contains information about the MCMC analysis: the sample
sizes (specified with the -mecmc command-line option), the step size scaling
factor, the step sizes, and information about the posterior probability dis-
tribution (e.g., the mean, standard deviation, and lower and upper bounds).

For each simulated parameter, a range of values (with step sizes reported
in the ”step sizes” section of the .hst file) and their simulated posterior
probabilities is reported. Plotting the first column (parameter values) on
the x-axis and the second column (simulated probabilities) on the y-axis
can be a convenient way to make a visualization of the posterior probability

distribution.

# samples sizes
100000

# step size scaling factor

1.2
# step sizes
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14.7402
# means

310.04
# standard devs

117.995
# lower bounds

=17
# upper bounds

21
#number of parameters
3
#current parameter values for mcmc restart
0.803384 351.456 -7.83507
#random nmber seed
1648724408
#Rtemp

177.379 0.000232697
192.119 0.000357526

7.4 Example 4: Simulation testing

In this section, we will look at how to generate random numbers in ADMB,
and how to use them to simulate data sets that can be used to test the fit
of a model.

7.4.1 Simulating data: Generating random numbers

Random numbers can be generated with the random_number_generator
class:
random number_generator rng(n);

where n is the seed that initializes the random number generator.

The following script demonstrates how to generate a sample of five
random values from each of the uniform, normal, poisson, negative bino-
mial, standard Cauchy, binomial, and multinomial distributions. The ran-
dom seed (rng) is defined on the first line of the LOCAL_CALCS section
(123456). The template directs ADMB to write the output (displayed be-
low the script) to the screen. Note that when you use LOCAL_CALS and
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END_CALS in the DATA_SECTION, you must indent the LOCAL_CALS
identifier one space.

DATA SECTLON
LOC _CALCS
random number generator rng(l23456) ;
dvector sample (1,50
Jigenerates a uniformly distributed random number
sample.fill randu(rng) ;
cont<<"Uniform(0,1) : "<<sample<<endl;

figenerates a normally distributed random
Sinunber with mean 0 and =d 1
gample.fill randn(rng) ;

//generates a poisson with mean of 1.5
Sample.fill randpoissonil.S,rng):;
cout<<"pois(1.5) @ "<<sawple<<endl:

Jigenerates a neg binomial with mwean of 1.5 and overdispersion 2.0
gample.fill randnegbinomial {1.5,2.0,rng);
cout<<"neg.bin(l.5,21: "<<sample<<endl;

figenerates a standard Cauchy diztributed random nwiher
sample.fill randcau(rng) ;
cout<<"Cauchy: "<<sample<<endl:

Jigenerates random binomials with probahility 0.8
gample.fill randbi (0.8, rng);
cout<<"binomwial (n=1,p=0.5): "<<sample<<endl:

Jigenerates mulinomial distributed random nunber.
dvector pi™{.01,.495,.495}");
sample.fill multinomial (rng,p):
cout<<"wultinomial (n=1,p=(.01,.495,.495)): "
<< sample<<endl;
ad exit (0]
END CALCS
PARLMETER SECTION
objective function wvalue nll:

following The script produces the below output:

Uniform(0,1): 0.779837 0.229835 0.0126429
0.714228 0.654815

Normal(0,1): -0.325127 1.03682 0.567672
-0.670345 2.89024

pois(1.5): 2201 2

neg.bin(1.5,2): 0 310 4
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Cauchy: -0.188267 -1.30511 -9.11156

29.8652 2.83259

binomial(n=1,p=0.8): 1 1 0 0 1

multinomial (n=1,p=(.01,.495,.495)): 3 23 2 3

In the next section, we will look at an example that uses the ran-
dom_number_generator to generate a vector of random values used in a
simulation.

7.4.2 Simulation testing: Estimating plant yield per pot from
pot density

In this example, we will create a randomly generated data set to help eval-
uate the fit of a model. First, however, we must fit an actual data set to
the model and estimate the corresponding parameter values. In this case,
we’ll look at a model that describes the relationship between the density of
plants per pot and the plant yield per pot, which is assumed to be:

log(V;) = —log(a+ B« D;) + ¢; (7.14)

where Dj is the observed density, Y; is the yield, and £; ~ [NV (0, o 2)

The data set used in this example consists of ten observations of pot
density and corresponding yield data. Click here to see the data file, pot-
density.dat.

The following template (potdensity.tpl) uses maximum likelihood to es-
timate o, # and o.
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DATA SECTION
init_int N
init wvector density(1,N)]
init wvector yield(1l,H)
wvector log¥ield(l,IN)
' log¥ield=log(yield) :

PARAMETER SECTICH
init nurmber logl
init nurber logB
init nurber logsigins
sdreport nuber a
sdreport nurber b
sdreport murber Sigma
vector predil, M)
nuher =ss
objective function wvalue £

FROCEDUEE SECTICHN
b=expilogB):
a=exp(logl) -b*rmin(den=itvy) ;
Sigma~exp(logligma) ;
Ss=square (sigma) ;
pred=-logia+b*density) ;
£f=0.5% (N¥log (Z2*M PI¥=3)+ sum (square [log¥ield-pred) ) /s3]

The program returns the following parameter estimates:

index name value std dev
1 logh -1.9044e+000 1.0966e-001
2 logB -3.6793e+000 6.7797e-002
3 logSigma -1.9246e+000 2.2361e-001
4 a 2.2708e-002 2.1107e-002
5 b 2.5241e-002 1.7113e-003
6 sigma 1.4594e-001 3.2633e-002
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yield

T T T T
0 50 100 150

density

Using the estimated parameters, we can now generate a random set of
values for the dependent variable (yield) using the random number_generator
function. The only part of the template that changes is the DATA_SECTION:

DATA JECTION

init_int N

init wvector density(l,IN)

init wvector yield(l,N)]

vector log¥Yieldi(l,IM)

Y Beplace with simulated data
random nurber generator rog(l=34536] ;
log¥ield.fill randn(rng):
log¥ield*= 0.15; // assumed =d
log¥ield+= —-log|.022+.025%density)

The random number_generator uses the specified seed, 123456, to generate
a vector of normally distributed values between 0 and 1, which is assigned

to the

vector logYield. Each random value is then multiplied by the stan-

dard deviation (.15) and then added to the estimated yield (log(Y;)) that is
calculated using the parameter estimates generated for a and b. The pro-
gram can now use the randomly adjusted yield values when it calculates
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the parameter estimates, and we can compare the results from the original
and the simulated output. Compiling and running the simulation program
produces the following results:

index name value std dev
1 loghA -1.8823e+000 8.1064e-002
2 logB -3.6725e+000 5.0495e-002
3 logSigma -2.2184e+000 2.2361e-001
4 a 2.5178e-002 1.5895e-002
5 b 2.5412e-002 1.2832e-003
6 sigma 1.0878e-001 2.4324e-002

Change the random seed several times to generate several different sets
of random data. Click here to see the template and data file used for the
simulation.
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Chapter 8

Useful operators and
functions

Note: This reference was originally compiled by C.V. Minte-Vera in 2000
and expanded for this guide.

8.1 Useful ADMB Functions

Table 8.1 contains some useful functions that can be used in ADMB tem-
plates.

Table 8.1: Useful ADMB functions

Function Definition

active(Par) Returns a binary: “true” (1) if the parameter
Par is active in the current phase and “false”
(0) otherwise.

Bolinha .initialize () Initializes the object bolinha. When an ob-
ject is initialized, all elements are set equal
to zero.

column (matriz, index) Extracts the indexed column from the ma-
trix. For an example, please see Figure 4.3.

extract_row(matriz, indexr) | Extracts the indexed row from the matrix.

Continued on next page
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Table 8.1 — continued from previous page

Function

Definition

current_phase()

Returns an integer that is the value of the
current phase.

exp(z)

Returns e raised to the power z.

last_phase()

Returns a binary: “true” (1) if the current
phase is the last phase and “false” (0) other-
wise.

log(z)

Returns the natural log of . For an example,
see 7.2.1.

mceval phase ()

Returns a binary: “true” (1) if the current
phase is the mceval phase and “false” (0) oth-
erwise. For an example, see 7.3.2.

mfexp(z)

Returns the exponential of z, element by el-
ement. x can be real or complex.

posfun(z, eps,pen)

The posfun() function is used to ensure that
a value remains positive. The syntax is y =
posfun(x,eps,pen), where y <= x and >=
eps and pen is a penalty function whose
value is 0.01*square (x-eps). x and pen are
dvariables. Before calling posfun(), set pen
= 0.

pow(base, ezp)

Returns the base raised to the power exp. For
an example, see Section 7.1.1

regression(z) Calculates the log-likelihood function of
the nonlinear least-squares regression.
For an example of the regression and
robust_regression functions, please see
Chapter One of the ADMB User Manual.
sqrt(z) Returns the square root of z.

square(z)

Returns the square of z. For an example, see
Section 7.1.2

8.2 Useful Vector Operations

Table 8.2 contains some common vector operations.

Let V,X,Y be vectors and vi, wi, yi be the elements of the
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vectors

Let M,N,A be matrices and mif, mij, aij be the elements of

the matrices

Let nu be a scalar (number)

Note: In cases where there are several ways to code an operation in
ADMB, the more efficient ADMB code is indicated in blue beneath the less

efficient code.

Table 8.2: Useful Vector Operations

Vector Operation Mathematical ADMB code
Notation

Addition

vector + vector vi =t + yi V=X+Y
X+=Y

scalar 4+ vector vt = 21 + nu V=X+nu
X+=nu

sum of vector elements | nu =3 ivi nu=sum (V)

Subtraction

vector - vector vl = T1 — Yt V=X-Y
X-=

vector - scalar vl = Xl — Nu V=X-nu
X-=nu

Multiplication

scalar * vector Tt = nu x yYi X=nu*Y
Y*=nu

vector * scalar Tl = yi * nu X=Y*nu

vector * matrix Tj =) yixmij X=Y*M

matrix * vector wi =) % mij*yi X=Mx*Y

Division

vector / scalar yi = xi/nu Y=X/nu
X/=nu

scalar/ vector yi = nu/xi Y=nu/X

Continued on next page
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Table 8.2 — continued from previous page

Vector Operation

Mathematical
Notation

ADMB code

Element-wise (e-w) operations(vectors must have the same dimensions)

e-w multiplication

Vi = Tt * YL

V=elem prod(X,Y)

e-w division vi = zi/yi V=elem div(X,Y)
Other Operations
Concatenation X = (z1,22,23) V=X&Y

Y = (yly2)

V = (z1,22,23,y1,12)
Dot Product nu= > xixyi nu=XxY
Maximum Value nu=max (V)
Minimum Value nu=min (V)

Norm

= T o7

)

nu=norm(V)

Norm Square

nu =Yy, vi’

nu=norm?2 (V)

Outer Product

mij = Xt * yYi

M=outer_prod(X,Y)

8.3 Useful Matrix Operations

Table 8.3 contains some common matrix operations.

Let V,X,Y be vectors and vi, wi, yi be the

vectors

elements of the

Let M,N,A be matrices and mif, mij, aij be the elements of

the matrices

Let nu be a scalar (number)

Note: In cases where there are several ways to code an operation in
ADMB, the more efficient ADMB code is indicated in blue beneath the less

efficient code.
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Table 8.3: Useful Matrix Operations

Matrix Operation Mathematical ADMB code
Notation

Addition

matrix + matrix atj = mij + nij A=M+N

scalar + matrix atj = mij + nu A=M+nu
M+=nu

Subtraction

matrix - scalar aij =mij — nu A=M-nu
M-=nu

matrix - matrix atj = mij — nij A=M-N
M-=N

Multiplication

scalar * matrix mij = nu * aij A=nuxM
M*=nu

vector * matrix T =y i, yi*mij X=Y*M

matrix * vector wi =Yl mij* yi X=Mx*Y

matrix * matrix aif =% p_ymik*xnkj | A=MxN

Division

matrix / scalar | mij = aij/nu | M=N/nu

Element-wise (e-w) operations(matrices must have the same dimensions)

e-w multiplication

mij = aij * nij

M=elem prod (A,N)

e-w division

Other Operations

mij = aij/nij

M=elem_div(A,N)

column sum

yj = i mij

Y=colsum(M)

determinant of symmet-
ric matrix

nu=det (M)

eigenvalues of a sym-
metric matrix

V=eigenvalues (M)

eigenvectors of a sym-
metric matrix

N=eigenvectors (M)

Continued on next page
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Table 8.3 — continued from previous page

Matrix Operation

Mathematical
Notation

ADMB code

identity matrix function

M=identity matrix(int
min, int max)

inverse of a symmetric
matrix

N=inv (M)

log of the determinant

nu=1n_det (M, sgn)
(sgn is an integer)

norm

nu
\/E?:l ZTzl mij?

nu=norm(M)

norm square

nu=norm?2 (M)

TOW sum

nu =31, Yy mij?
xi =) 7 mij

nu=rowsum (M)
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